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ABSTRACT 

Nonstationary time series is complex and difficult to be modelled. Many 

researchers resolved it by transforming it into stationary time series. However, loss of 

generality will occur which make its inference more difficult. To overcome this, 

therefore a modified non-transformed approach is proposed using generalized dynamic 

principal component on the nonstationary series. On the other hand, the selection of 

informative variables is more importance, especially when the number of explanatory 

variables is larger than the number of observations. This is pertinent in order to achieve 

a better model interpretation of the highly correlated variables. Thus, the penalized 

likelihood methods are mostly adapted since they are able to perform variable selection 

and model estimation concomitantly. Nevertheless, the scarceness in the consistency 

of variable selection, encouragement of grouping effects and robustness can be found 

in the majority of these methods. Therefore, to overcome these shortcomings, several 

improvements in the high dimensional penalized methods are proposed in this study. 

The performance of homogenous variable selection was improved using ordered 

homogeneity pursuit least absolute shrinkage and selection operator method. An initial 

weight which is distance correlation is proposed in the adaptive elastic net to 

encourage grouping effects between highly correlated variables in high dimension 

data. Furthermore, this proposed method also has the capability to improve the 

robustness in the regression model, especially when outliers are presence in the 

response variable or there is a heavy-tailed distribution in the error. Three algorithms 

were developed for the simulation of the modified non-transformed principal 

component and proposed adaptive penalized high dimension methods. In this study, 

the effectiveness of all the modified and proposed methods was examined through 

three simulation studies and also through the application of stock market price. It is 

known that the studies that perform variable selection, encouraging grouping effects 

and robustness in high dimensional stock market price using the statistical approach is 

still scarce. In conclusion, the modified and proposed high dimensional penalized 

methods provide much better performance results both for the simulation and real data 

application as compared to their counterpart.  
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ABSTRAK 

Siri masa tak pegun adalah kompleks dan sukar untuk dimodelkan. 

Kebanyakkan penyelidik menyelesaikannya dengan melakukan penjelmaaan ke atas 

siri masa pegun. Walaubagaimanapun kehilangan keaslian akan berlaku yang 

menjadikan kesimpulannya lebih sukar. Bagi mengatasi permasalahan ini, maka 

pendekatan pengubahan tanpa transformasi diusulkan menggunakan komponen utama 

dinamik teritlak terhadap siri tak pegun. Sementara itu, pemilihan pembolehubah yang 

informatif adalah lebih utama lebih-lebih lagi apabila bilangan pembolehubah 

penerang melebihi bilangan cerapan. Ini penting untuk memperolehi penjelasan model 

yang lebih baik daripada pembolehubah-pembolehubah yang berkorelasi tinggi. Maka, 

kaedah kebolehjadian terhukum seringkali diadaptasi kerana keupayaannya untuk 

melakukan pemilihan pembolehubah dan pengganggaran model secara serentak. Tidak 

kira apapun, kekurangan dalam konsistensi pemilihan pembolehubah, penggalakkan 

kesan pengelompokkan dan keteguhan boleh ditemui di dalam sebahagian besar 

kaedah ini. Oleh yang demikian, bagi mengatasi kekurangan yang dinyatakan ini, 

beberapa penambahbaikan di dalam kaedah terhukum berdimensi tinggi telah 

dicadangkan dalam kajian ini. Prestasi pemilihan pembolehubah yang homogen telah 

ditambahbaik menggunakan kaedah bertertib homogen mengejar pengecutan mutlak 

terkecil dan pemilihan operator. Pemberat awal iaitu korelasi jarak diusulkan di dalam 

elastik jaring mudah suai untuk menggalakkan kesan pengelompokkan di antara 

pembolehubah yang berkorelasi tinggi di dalam data yang berdimensi tinggi. 

Tambahan pula, kaedah yang diusulkan ini juga boleh menambahbaik keteguhan yang 

terdapat di dalam model regresi, terutamanya sama ada apabila wujud kehadiran 

pencilan dalam pembolehubah sambutan atau terdapat taburan hujung yang berat pada 

bahagian ralat. Tiga algoritma telah dibangunkan terhadap kaedah pengubahan tanpa 

transformasi komponen utama dan kaedah terhukum mudah suai berdimensi tinggi 

yang telah diusulkan. Di dalam kajian ini, keberkesanan semua kaedah yang 

diubahsuai dan diusulkan diperiksa melalui tiga kajian simulasi dan pengaplikasian 

menggunakan harga pasaran saham. Diketahui bahawa kajian yang menjalankan 

pemilihan pembolehubah, penggalakkan kesan pengelompokkan dan keteguhan bagi 

harga pasaran saham berdimensi tinggi menggunakan pendekatan statistik masih lagi 

kurang. Kesimpulannya, kaedah pengubahan dan kaedah terhukum berdimensi tinggi 

yang telah diusulkan menunjukkan keputusan yang lebih baik di dalam kedua-dua 

simulasi dan aplikasi data sebenar berbanding dengan kaedah-kaedah yang 

dibandingkan. 

  



vii 

TABLE OF CONTENTS 

 TITLE PAGE 

 

DECLARATION ii 

DEDICATION iii 

ACKNOWLEDGEMENT iv 

ABSTRACT v 

ABSTRAK vi 

TABLE OF CONTENTS vii 

LIST OF TABLES x 

LIST OF FIGURES xii 

LIST OF ABBREVIATIONS xiii 

LIST OF SYMBOLS xiv 

CHAPTER 1 INTRODUCTION 1 

1.1 Background of the Study 1 

1.2 Problem Statement 8 

1.3 Research Questions 9 

1.4 Research Objectives 10 

1.5 Significance of the Study 10 

1.6 Scope and Limitation of the Study 11 

1.7 Thesis Organizations 12 

CHAPTER 2 LITERATURE REVIEW 13 

2.1 Introduction 13 

2.2 Non-Transformed Principal Component 13 

2.3 Penalized Likelihood Methods in High Dimension 16 

2.4 Homogeneity in High Dimension 18 

2.5 Adaptive and Robust Elastic Net 19 

2.6 Distance Correlation 21 

2.7 Stock Market Price Applications 23 



viii 

2.8 Literature Summary 24 

CHAPTER 3 METHODOLOGY 26 

3.1 Introduction 26 

3.2 Stationarity Test 26 

3.3 Transformed Principal Component 27 

 Time Series Component 27 

 Brillinger Dynamic Principal Component 28 

3.4 Non-transformed Principal Component 29 

 Modified Generalized Dynamic Principal 

Component 29 

3.5 Principal Component Assessment 31 

 Information Criteria Methods 31 

 Mean Squared Error 32 

 Percentage of Explained Variance 32 

3.6 Penalized Linear Regression Model 34 

 Ridge Regression 35 

 LASSO  37 

 Elastic Net 38 

 Adaptive Elastic Net 40 

3.7 Tuning Parameter Estimation 41 

 Cross-Validation Method 42 

3.8 Proposed Homogenous Variable Selection 43 

3.9 Homogenous Performance Assessment 44 

 Root Mean Square Error 44 

 Coefficient of Determination 44 

3.10 Proposed Robust Penalized Method 47 

 Proposed Initial Weight 47 

 Proposed Robust Adaptive Penalized 49 

3.11 Method Summary 53 

CHAPTER 4 RESULTS AND DISCUSSION 54 

4.1 Introduction 54 



ix 

4.2 Non-transformed Proposed Nonstationary 54 

 Non-transformed Simulation 54 

 Non-transformed Stock Market Price 

Applications 58 

4.2.2.1 Daily Healthcare Stock Market Price

 58 

4.2.2.2 Weekly Construction Stock Market 

Price 64 

4.2.2.3 Monthly Agriculture Stock Market 

Price 71 

4.2.2.4 Monthly Technology Stock Market 

Price 77 

 Non-transformed Method Improvement 82 

4.3 High Dimensional Stock Market Price 83 

 Dimension Reduction using OHPL 83 

 Simulation Study 83 

 Yearly Stock Market Price 87 

 Homogenous Variable Selection 89 

 Proposed Homogeneous Improvement 90 

4.4 Adaptive Penalized High Dimension Initial Weights 91 

 Simulation Study 91 

 Grouping Effects 95 

 Proposed Initial Weight Improvement 97 

4.5 Summary 99 

CHAPTER 5 CONCLUSION AND RECOMMENDATIONS 101 

5.1 Summary of Contributions 101 

5.2 Future Works 103 

REFERENCES 104 

LIST OF PUBLICATIONS 115 
 

  



x 

LIST OF TABLES 

TABLE NO. TITLE PAGE 

Table 4.1 Performance result for Simulation 1 57 

Table 4.2 Performance result for Simulation 2 57 

Table 4.3 Trade description of the healthcare stock market price 59 

Table 4.4 Data description of daily healthcare stock market price 60 

Table 4.5 Stationarity test of healthcare stock market price 62 

Table 4.6 Information criteria of the healthcare stock market price 63 

Table 4.7 Mean squared error of healthcare stock market price 63 

Table 4.8 Percentage of explained variance of healthcare stock market 

price 64 

Table 4.9 Trade description of the construction stock market price 67 

Table 4.10  Data description of weekly construction stock market price 68 

Table 4.11 Stationarity test of construction stock market price using 

ADF test 68 

Table 4.12 AIC and BIC at original stock market price and lags k = 3 

model 69 

Table 4.13 Mean squared error of construction stock market price 70 

Table 4.14 Percentage of explained variance of construction stock 

market price 70 

Table 4.15 Trade description of the agriculture stock market price 71 

Table 4.16 Data description of monthly agriculture stock market price 72 

Table 4.17 Stationary test of agriculture stock market price 75 

Table 4.18  AIC and BIC at original agriculture stock market price and 

lags k = 4 model 75 

Table 4.19 Mean squared error of agriculture stock market price 76 

Table 4.20 Agriculture stock market price percentage of explained 

variance 76 

Table 4.21 Trade description of technology stock market price 79 

Table 4.22 Data description of monthly technology stock market price 80 



xi 

Table 4.23 Stationary test of technology stock market price 80 

Table 4.24 Information criteria of technology stock market price 81 

Table 4.25 Mean squared error of technology stock market price 81 

Table 4.26 Percentage of explained variance of technology stock 

market price 82 

Table 4.27 High dimension simulation result table for 50 replications in 

mean and standard deviation in bracket 87 

Table 4.28 Summary of the yearly stock market price from 1987 until 

2017 88 

Table 4.29 Homogenous yearly stock market price performance result 89 

Table 4.30 Simulation result of selected variables at different 𝛼 94 

Table 4.31 Number of selected variables at different 𝜶 96 

 

  



xii 

LIST OF FIGURES 

FIGURE NO. TITLE PAGE 

Figure 3.1 Operational framework of proposed nonstationary study 33 

Figure 3.2 Operational framework of proposed homogenous study 46 

Figure 3.3 Operational framework of proposed initial weight and 

robust study 52 

Figure 4.1 Daily healthcare stock market price between January 1st, 

2015 to January 1st, 2018 61 

Figure 4.2 Nine weekly construction stock market price between 1st 

January 2016 to 1st January 2018 66 

Figure 4.3 Monthly agriculture stock market price time series plot 74 

Figure 4.4 Monthly technology stock market price between September 

2013 to September 2017. 78 

 

  

file://///Users/yusrina/Google%20Drive/UTM%20PhD/Thesis%20writeup/Thesis%20correction%20after%20viva/Hardbound%20submission_5th%20April2020/Thesis%20correction%20hardbound.docx%23_Toc36991938
file://///Users/yusrina/Google%20Drive/UTM%20PhD/Thesis%20writeup/Thesis%20correction%20after%20viva/Hardbound%20submission_5th%20April2020/Thesis%20correction%20hardbound.docx%23_Toc36991939
file://///Users/yusrina/Google%20Drive/UTM%20PhD/Thesis%20writeup/Thesis%20correction%20after%20viva/Hardbound%20submission_5th%20April2020/Thesis%20correction%20hardbound.docx%23_Toc36991940
file://///Users/yusrina/Google%20Drive/UTM%20PhD/Thesis%20writeup/Thesis%20correction%20after%20viva/Hardbound%20submission_5th%20April2020/Thesis%20correction%20hardbound.docx%23_Toc36991940


xiii 

LIST OF ABBREVIATIONS 

ADF - Augmented Dickey-Fuller 

AEN - Adaptive Elastic Net  

AER - Adaptive Elastic Net with Ridge 

AEDC - Adaptive Elastic Net with Distance Correlation 

AIC - Akaike Information Criteria 

ARMA - Autoregressive Moving Average 

BDPC - Brillinger Dynamic Principal Component 

BIC - Bayesian Information Criteria 

CV - Cross-validation 

DC - Distance Correlation 

DC-SIS - Distance Correlation with Sure Independence Screening 

HPC - High Performance Computing 

iid - Independently identically distributed 

KPSS - Kwiatkowski-Phillips-Schmidt-Shin 

LASSO - Least Absolute Shrinkage and Selection Operator 

M-GDPC - Modified Generalized Dynamic Principal Component 

MSE - Mean Squared Error 

OHPL - Ordered Homogeneity Pursuit LASSO 

OLS - Ordinary Least Squares 

OPC - Ordinary Principal Component 

PLR - Penalized Linear Regression 

PP - Phillips-Perron 

RMSE - Root Mean Square Error 

SIS - Sure Independence Screening 

   

   

   

   

   

   



xiv 

LIST OF SYMBOLS 

𝛼 - tuning parameter for penalized method 

𝛽 - tuning parameter 

𝐶 - Matrix of sample covariance 

𝑐ℎ - Inverse Fourier transform of the principal component of the 

cross spectral matrices for each frequency 

𝛿𝑗 - Difference term 

Δ - Changes in stock market price series  

𝑑 - Dimension of the data 

𝜀𝑡 - Error terms 

𝑓𝑡 , 𝑗 - First principal component 

𝛾 - Test statistics for the ADF test 

Γ(∙) - Gamma complete function 

ℎ  - Dynamic principal component 

𝐈 - Identity matrix 

𝑘 - Lags 

𝜆𝐶 - Eigenvalues of 𝐶  

λ - Tuning parameter of penalized method for cross validation 

setup 

L1 - LASSO penalty 

L2 - Ridge penalty 

𝐿 - Maximum values of the likelihood function for the model 

𝑚 - Number of column in non-transformed matrices 

𝜎2 - Variance 

′ - Transpose 

𝑛 - Number of sample size 

𝜓 - Complex value function 

𝑃(⋅) - Penalty term 

𝑝 - Number of observations 

Q2 - Coefficient of determination 

𝑞 - Number of estimated parameters in the model 



xv 

ℝ - Real number 

𝑇 - Number of rows in non-transformed matrices 

𝑡 - time 

𝐗 - Data matrix 

𝒙 - Explanatory variables 

𝑦 - Response variable 

𝒛𝑡 - Vector time series 

z̅ - Estimation of mean  

�̂�𝒜 - Oracle concept in adaptive penalized Theorem 3.1 

𝒜 - Intrinsic dimension size of the underlying penalized model 

   

   

   

   

   

   

   

   

   

   

   

   

   

   

   

   

   

   

   

   

   

   

  



 

1 

CHAPTER 1  

 

 

INTRODUCTION 

 Background of the Study 

Nonstationary time series is complex and difficult to be modelled. Many 

researchers resolved it by transforming it into stationary time series. However, loss of 

generality will occur which make its inference more difficult. In addition, the 

originality of data with nonstationary pattern might be affected during the 

transformation process. Thus, there is a possible reduction of information loss, 

especially without performing the stationary transformation. It is worthy of note that 

the direct application using statistical approaches are still limited. Hence, it is pertinent 

to propose a non-transformed approach via principal component (Peña and Yohai, 

2016). Nonetheless, the nonstationary pattern might not be easily observed. Therefore, 

the duration of the series needs to deliberately choose as the non-stationarity 

characteristic in the real application could be distinguished. 

Principal component analysis is one of the established dimension reduction 

techniques. Indeed, principal component analysis is quite straightforward, able to 

reduce dimensions and concomitantly preserve the variability in the data. Overall, this 

technique can detect possible structures in the relationships between variables through 

dimensionality reduction by obtaining the information in the data from different 

variables that are captured by the components (Jolliffe, 2002). 

Principal component analysis discovers the orthogonal linear combinations of 

the p original variables, of which a small number (less than p) explains most of the 

variation among the original variables by creating a smaller number of uncorrelated 

components through maximizing the variance (Lansangan and Barrios, 2009). 

Nonetheless, the application of principal component analysis as a description tool is 

often restricted by the interpretation of its first few principal components. Generally, 
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the principal component analysis is primarily affected by its dependencies in a given 

input data matrix. The technique is also affected by the variance (column) 

dependencies minimally. If the input data was observed over time, each column of the 

data matrix is considered as time series. Meanwhile, the temporal dependence in the 

data is summarized in the diagonal (variances) and off-diagonal (cross-covariances) 

elements of the variance-covariance matrix. Certainly, the principal components could 

still be defined properly if the columns of the time series data are stationary. This is 

because ill-conditioning is not visible in the variance-covariance matrix. Contrariwise, 

the series may be identified as correlations of the columns in a nonstationary time 

series.  

It is worth noting that the principal component analysis usually combines those 

having similar variability pattern and loadings to indicate the equal importance of the 

component variables. Based on this principle, it shows that the first few components 

have taken the average of the variables and subsequently causes the principal 

component analysis unable to achieve dimension reduction. One of the main concerns 

in dimensionality reduction is interpretability. Besides, most of the current techniques 

used for component generating from time-dependent variables follow the assumption 

of stationarity of time series (Jolliffe, 2002; Lansangan and Barrios, 2009). 

Indeed, in monitoring, several indicators are used to ascertain an appropriate 

assessment of the state of the phenomenon. However, when intervention occurs and 

pushing the indicators to drift, it would subsequently cause non-stationarity in the 

series. Due to the varying patterns among the indicators, hence, it is essential to 

perform a direct application on nonstationary time series so that the state of the 

phenomenon can benefit from a better interpretation. Since no distribution 

assumptions are required, the principal component is therefore, an applicable 

explanatory method for diverse types of data, including nonstationary (Jolliffe and 

Cadima, 2016).  

Throughout the years, several studies have been carried out on nonstationary 

time series using the principal component (Galiaskarov et al., 2017; Kazor et al., 2016; 

Lansangan and Barrios, 2009; Zhao and Shang, 2016). One of the wide-ranged 
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applications of principal component methods in finance is in the financial markets. 

Among the examples of principal component analysis include forecasting the daily 

S&P 500 stock market returns (Zhong and Enke, 2017), analyzing dynamic 

interactions in the complex patterns of global financial indices time series (Nobi and 

Lee, 2016) and examining multivariate non-stationary of daily indices in the different 

sectors of China stock market (Zhao and Shang, 2016). 

Modelling the relationship between explanatory and response variables using 

the statistical approach is essential for a wide range of studies. Nonetheless, the 

multicollinearity might be a problem in high dimensional data where it provides 

incorrect inference about relationships between those variables. Multicollinearity is 

commonly defined as a situation where the explanatory variables have an exact or 

approximately linear relationship (Melkumova and Shatskikh, 2017). It is worth 

mentioning that the multicollinearity can cause important variables under-represented 

due to insufficient information in the data to identify the outcomes among highly 

correlated variables (Yue et al., 2019). As a result, it will affect prediction accuracy 

(Zou and Hastie, 2005; Daye and Jeng, 2009). It is also often observed that the matrix 

𝑿′𝑿  is singular in high dimension data, as the 𝑿 matrix have more columns than rows. 

The ordinary least square (OLS) estimator can still be obtained, but, it is highly likely 

will perform poorly. Meanwhile, In practice, regression coefficients may be 

statistically insignificant due to having incorrect signs and meaningful statistical 

inference (Dorugade, 2016). Therefore, to overcome these  limitations, it is pertinent 

to address the statistical issues in high dimension data, for examples estimation 

instability, prediction, model overfit and interpretation (Algamal et al., 2016; 

Pourahmadi, 2013).  

On the other hand, When the number of explanatory variables is greater than 

that of observations, the high dimensional sample data is assumed to be independent. 

Thus, in the case of high dimensional data, selecting a subset of informative variables 

is more crucial rather than the stationarity of the data (Bühlmann and Van De Geer, 

2011). It is worthy to note that many explanatory variables are typically added to lower 

the possibility of model deviation. Nevertheless, having more explanatory variables 

may not be relevant as this decreases the accuracy of prediction and model 
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interpretation. Hence, the reduction technique is performed as this technique able to 

select the optimal number of explanatory variables that contain relevant information 

as well as improve the statistical model simultaneously. Thus, the technique will 

subsequently yield a model with better performance in prediction and interpretation 

power (Algamal et al., 2016).  

It is noting that in high dimensional data, the conventional variable selections, 

such as Akaike information criteria (AIC), Mallow's Cp, and Bayesian information 

criteria (BIC) are not appropriate due to its high computation time (Bühlmann and Van 

De Geer, 2011; Chen and Chen, 2011; Lin et al., 2017). As a result, modelling high 

dimension data using these conventional methods may not achieve a better 

interpretation of the relationship between the explanatory and response variables. Most 

of the previous studies have used OLS as an estimation method. However, this 

estimator becomes unreliable in the existence of multicollinearity among explanatory 

variables. Besides, the computation of the OLS estimator could not be carried out if 

the number of explanatory variables exceeds the number of response variables (Kurnaz 

et al., 2018). Hence, to overcome these difficulties, penalized likelihood methods are 

frequently adapted. 

Many statistical studies adapt penalized methods due to their capability of 

selecting significant variables and estimating regression coefficients concomitantly in 

high dimension data. Indeed, it is useful to obtain a better estimation of the prediction 

error to avoid overfitting of the model (Algamal and Lee, 2015a). Therefore, a penalty 

term is added to the likelihood function of the penalized methods since it can control 

the model complexity. Furthermore, it can be considered as a variable selection 

provider because when some constraints are introduced on the parameters, it may 

cause some of the parameters to be precisely zero. 

The performance of penalized likelihood methods relies on the penalty term 

value which is, a compromise between the selected model bias and variance (Hastie et 

al., 2009; Fan and Lv, 2010; Fan and Tang, 2013). If a small penalty value is chosen, 

more explanatory variables with lower bias are selected. However, they may have 

higher variance. Contrariwise, if the large penalty amount is chosen, less variance will 
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be obtained, which subsequently leads to the selection of less explanatory variables 

but with higher bias. Thus, it is pertinent to determine the penalty term value to 

improve the accuracy of the prediction as well as obtaining a better model 

interpretation of the high dimensional data (James et al., 2013; Algamal and Lee, 

2015).  

One of the earliest penalized methods is ridge regression (Hoerl and Kennard, 

1970). Ridge regression is among the widely used penalized method to overcome the 

multicollinearity problem that is usually present between variables in highly correlated 

data (Arashi and Roozbeh, 2019; Dong et al., 2018; Ijaz et al., 2019; Rabier et al., 

2019). Hoerl and Kennard (1970) who introduced this method showed that regression 

coefficients can never equal to zero although they may converge towards zero. This 

result is obtained by adding an L2-penalty in the sum of squares residual which also 

causes bias in the estimated parameters as well as increase the regression coefficients 

variances. Although the ridge regression can be applied to high dimensional data, it 

might however be restricted in terms of performing the variable selection. It shows 

that the interpretation of high dimensional models is not easily obtained (Tibshirani, 

1996). 

To overcome the ridge regression limitation, Tibshirani (1996) has introduced 

another penalized method namely least absolute shrinkage and selection operator 

(LASSO). LASSO utilizes L1-penalty instead of L2-penalty in which the variable 

selection can be performed by assigning zero values to some explanatory variable 

coefficients. Certainly, LASSO has garnered the attention of many researchers, 

particularly those conducting high dimensional studies. Yet, it also has some flaws 

where the selection of explanatory variables is usually less than the number of 

observations. As well as, this method attempts to choose only one variable among the 

highly correlated explanatory variables. The method also has no oracle properties 

where the probability of choosing the right explanatory variables set that have nonzero 

coefficients converges to one. Besides, if the zero coefficients were known beforehand, 

it will have a similar means and covariances as the asymptotically normal nonzero 

coefficients estimators. Notwithstanding these drawbacks, LASSO has become the 
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baseline of many penalized methods and has elucidated several extensions in diverse 

practical applications. 

Zou and Hastie (2005) have then proposed elastic net method to overcome the 

limitation of the LASSO by combining both the L1- and L2-  penalties. Indeed, both 

elastic net LASSO methods can perform variable selection and model estimation 

concurrently. However, both methods may lack in variable selection consistency 

resulting in poor model performance and low prediction power. Therefore, a recent 

approach of homogeneity is proposed specifically in highly correlated variables. The 

fundamental of homogeneity method was introduced by Ke et al. (2015) by dividing 

regression coefficients into several groups according to their regression coefficients 

values. For example, the values of regression coefficients in the same groups are 

similar or close, whereas those in different groups are significantly different from each 

other.  Sparsity is a special concept of homogeneity where a large number of groups is 

entirely made up of zero coefficients. It is worth mentioning that the successful 

detection of homogeneity in the model causes the regression model able to recognize 

the original structure of the data and also increase its predictive performance. Thus, 

one of the most recent developed methods on homogeneity is the ordered homogeneity 

pursuit lasso (OHPL) which improves the limitation of the LASSO method (Lin et al., 

2017).  

Besides performing variable selection, another important issue in employing 

high dimensional data is encouraging the grouping effects between highly correlated 

variables. A high dimensional stock market price data set has many variables that are 

often larger than the number of observations. As for the explanatory variables for stock 

market prices, the correlations between them can be high due to the sharing of similar 

trading patterns. These patterns can be considered as having similar group structures. 

An ideal selection of stock market price approach could be obtained by removing the 

trivial stock market price and automatically include the whole groups into the model 

once one stock market price is selected among them. This is commonly known as the 

grouped selection property. Thus, to employ LASSO is not an ideal approach because 

when 𝑝 > 𝑛, only n explanatory variables at most can be selected (Efron et al., 2004). 

It also lacks the capability to provide grouping information. Hence, the elastic net 
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method was then introduced to overcome the limitations of LASSO in variable 

selection and encouraging grouping effects between variables in highly correlated 

variables. Nevertheless, the elastic net method is not consistent in its selection of 

variables due to the lack of oracle property. Therefore, the adaptive elastic net method 

was developed and adapted in the present study. 

On the other hand, the idea of adapting OLS as initial weights may be 

compelling. Unfortunately, this method could not be adapted in high dimension data. 

Therefore, the adoption of the penalized method is more suitable as the initial weight 

to encourage grouping effects between variables. It is regarded that the elastic net often 

performs much better than LASSO method in the selection of correlated explanatory 

variables and prediction accuracy (Zhou, 2013). Nevertheless, the elastic net method 

is also lack of oracle properties, particularly in the consistency of variable selection. 

Thus, the adaptive elastic net method was introduced by Zou and Zhang (2009) to 

overcome these drawbacks by using elastic net estimates as initial weights. However, 

applying the adaptive elastic net method with the elastic net as initial weight may cause 

lower precision. As well as, some significant variables may be incorrectly assigned the 

smaller weight values in the initial estimator. As a result, important variables may 

falsely be removed from the model by the penalized method, which subsequently 

lowers the accuracy of prediction in the selection of informative variables. 

Furthermore, if the pairwise correlation between the variables is low, the adaptive 

elastic net method may underperform. Therefore, to encourage grouping effects and 

reduce bias in variable selection, it is pertinent to propose an alternative initial weight 

which is more suitable for high dimensional data. 

Most of the methods available in the literature explicitly rely on the assumption 

of normality. Nonetheless, most real applications present a departure from normality. 

This is often the case of high dimensional data due to the existence of heavy-tailed 

distribution or the presence of outliers in the response variable. As a result, this may 

affect the consistency of variable selection, encouraging grouping effect and 

robustness. Due to the presence of outliers in the response variable, it is known that 

the conventional method, such as OLS might not fully provide the desired estimation 

(Fan et al., 2014; Alhamzawi, 2015). Henceforth, robust penalized regression methods 
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have garnered the interest of some researchers due to their capability to perform robust 

variable selection and robust estimation. Nonetheless, a majority of previous studies 

do not consider the high correlation between the explanatory variables as they are only 

focused on solving the outlier problem. Indeed, the elastic net is better in encouraging 

grouping effects as compared to LASSO. However, the limitations of elastic net 

method should also be considered. To improve the grouping effects and robustness in 

the presence of outliers, an initial weight is thus proposed in the adaptive elastic net.  

As of today, many stock market price researches are concentrated only on the 

financial aspects of the stock market price. The four main financial observations are 

the trading volume of the stock market prices, the behavior of the stock market, the 

linkage between exchange rates and the stock market, and the volatility of the stock 

market prices after a phenomenon such as a recession or news of a company’s 

takeover. The in-depth investigation, on the other hand, goes into the price-earnings 

and earnings per share ratios and gross domestic product on specific companies or 

sectors in the stock market as part of the financial aspects of the stock market price. 

Among these studies are (Ando and Lu, 2019) which included forecasting  (Nobi and 

Lee, 2016; Zhao and Shang, 2016; Zhong and Enke, 2017) or in machine learning 

studies (Inthachot et al., 2016; Qiu et al., 2016; Chatzis et al., 2018; Henrique et al., 

2019; Göçken et al., 2019). Similar financial limitation aspects were also found in 

studies that modelled high dimensional stock market prices. As of today, the use of 

statistical approach is considered scarce in many studies of high dimensional stock 

market prices. Therefore, the application of stock market price data able to 

complement all the proposed methods in this study.  

 Problem Statement 

It is essential to fulfill assumptions of stationarity when modelling a 

nonstationary time series. However, stationary transformation might contribute to the 

loss of data originality, notably when the series is nonstationary. Furthermore, when 

the data is transformed to stationary, it may have limitations when using a 

nonstationary approach. This may subsequently increase the complexity of performing 
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data analysis. On the other hand, high dimensionality is often related to selecting 

informative variables due to the existence of highly correlated variables. Indeed, when 

the number of explanatory variables exceeds the number of observations, penalized 

likelihood methods are often adapted. Nonetheless, the sufficiency in variable 

selection consistency, encouraging grouping effects and robustness to outliers, 

particularly in high dimension data are debatable. In addition, the selection of variables 

with similar homogeneity is also important as highly correlated data may possess this 

property. Therefore, it is pertinent to explore suitable adaptive penalized methods that 

able to overcome these shortcomings. Stock market prices are often nonstationary. 

Meanwhile, it is worth to note that when the number of stock market price is greater 

than that of observations, it may induce the multicollinearity problem. Thus, modelling 

stock market price using appropriate statistical approaches are important for a better 

interpretation of the data. 

 Research Questions 

The study addressed the following questions related to the problem statement. 

(a) How can a direct application be performed on nonstationary series without 

stationary transformation? 

(b) How can highly correlated variables be improved through the homogenous 

approach? 

(c) How does the proposed adaptive penalized method work on the grouping effect 

and robustness? 

(d) What are the achievable significant advantages in using the proposed methods? 

(e) Where can the proposed methods be applied to in real life?  
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 Research Objectives 

The objectives are as follows: 

(a) To propose a modified algorithm for the non-transformed principal component 

to further improve the accuracy of nonstationary modelling. 

(b) To develop a homogenous variable selection for highly correlated variables 

using the ordered homogeneity pursuit LASSO approach with homogenous 

algorithm in high dimension data. 

(c) To propose a distance correlation weight for the adaptive penalized method by 

developing an algorithm that encourages the grouping effects in high 

dimensional data. 

(d) To propose a robust initial weight in the penalized linear regression model for 

the high dimensional data. 

(e) To simulate and apply the algorithms developed based on modifications on the 

non-transformed and proposed penalized methods for non-transformed and 

high dimensional stock market price data.  

 

 Significance of the Study 

The analysis of stock market prices using statistical approaches is essential in 

this study. Thus, a better interpretation of stock market prices can be achieved through 

the implementation of the proposed non-transformed and penalized methods, 

particularly in the case of nonstationary and high dimension data. It may also assist 

stock companies or financial experts’ decision-making process as more valuable 

information can be obtained through the direct application. Furthermore, the obtained 

results from the proposed penalized methods may be beneficial in terms of identifying 

which stock market price would give a significant effect to the stock index, and also 
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for prediction. Alternative to stationary transformation, modelling the non-

transformed approach of nonstationary series by a direct application may reduce the 

loss of initial information, thus enabling better model interpretation. The penalized 

methods are adapted since they are well-recognized to achieve a better model 

performance and consistency in variable selection, encouraging grouping effects and 

improving robustness. Thus, it is crucial to enhance model performance by applying a 

homogenous variable selection approach. Additionally, an initial weight is proposed 

in the adaptive penalized methods to encourage the grouping effects and robustness of 

the penalized linear regression model. Notably, all approaches have their strengths and 

constraints. Therefore, these proposed methods are expected to improve the model 

performance, prediction power, variable selection, as well as robustness in comparison 

with the other existing methods mentioned in this study.  

 Scope and Limitation of the Study 

The present study focuses on direct application of generally known 

nonstationary time series by using a non-transformed approach. Thus, only selected 

applications and observations are taken into consideration to ascertain the suitability 

and the performance of the proposed non-transformed method. Hence, Augmented 

Dickey-Fuller (ADF) test will be performed to the pattern of the series. Besides, the 

model performance will be evaluated and compared among AIC, BIC, mean square 

error (MSE) and percentage of explained variance. 

Indeed, many high dimensions data research is more concerned about the 

selection of informative variables rather than the stationarity of the time series. 

Therefore, the proposed penalized methods are adapted to improve variable selection, 

grouping effects and robustness using linear regression model. The theoretical aspect 

of the proposed methods includes modifications and improvements made to the 

existing penalized methods. Also, a new initial weight is proposed in adaptive elastic 

net method. 
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Several simulation studies and real applications were tested to highlight the 

performance of each proposed method. The execution of both simulations and 

applications was carried out in R. The study has also used high performance computing 

(HPC) to reduce computation time in analysis. It is therefore worthy to note that 

comparison for this HPC was carried out for 50 times and evaluated based on root 

mean squared error (RMSE), coefficient of determination and number of selected 

variables. Meanwhile, the adaptive proposed methods were evaluated based on MSE 

and the number of selected variables. 

Various applications of stock market prices were observed throughout the 

whole study by assessing their performance using different sectors, regions and 

observations with consideration of daily, weekly, monthly and yearly stock market 

prices. In general, the outliers in the stock market price are of better interest than 

missing values. Hence, the stock market prices that have missing values are not 

discussed in the study.  

 Thesis Organizations 

This thesis is organized and structured into five main chapters. The 

introduction and background of the study has been discussed in Chapter 1. Meanwhile, 

Chapter 2 will focus on the review of past literature on non-transformed principal 

component and penalized linear regression methods. An insight on related 

methodology from the perspective of non-transformed principal components, 

penalized linear regression, and adaptive penalized methods will be explored in 

Chapter 3. The statistical properties of the existing and proposed methods which lay 

the fundamental ground for this study are discussed in detail in this chapter. The tuning 

parameter and performance assessment methods related to each study objective are 

also discussed. Chapter 4 focuses on the results performance detail discussion of 

simulations and stock market price applications. Chapter 5 ends the thesis with 

conclusion and recommendation as guidance for future work. 
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