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ABSTRACT 

Task assignment is one of the most challenging problems in distributed 

computing environment. Several approaches and techniques of optimal task 

assignment have been proposed by various researchers, ranging from graph 

partitioning-based tools to heuristic graph matching. A good task assignment 

algorithm and mapping strategy ensure completion time minimization. Previous work 

put efforts on solving a directed acyclic task graph. However, if a cycle exists, it is 

difficult and sometimes impossible to complete the task according to the constraints. 

Thus, it is desirable to develop a method that can eliminate the cycle to obtain a 

directed acyclic graph for a task assignment problem. In this thesis, the techniques of 

transforming a directed cyclic graph formed by a plurality of nodes into a directed 

acyclic graph are studied. Three models have been developed, starting with graph 

matching which transforms unweighted directed graph with cycle into acyclic graph. 

The second model is an extension from the first model, but with weightage on the 

edges. The third model discussed edge reversing technique to solve the weighted 

directed cyclic graph. This technique comprises of three main stages which are cycle 

identification, decomposition and formation of acyclic graph, and task assignment. 

Preferably, the length of the edge is the computational time. The optimal solution gives 

the minimum time required to complete the proposed task. The proposed algorithms 

were coded and simulations are run for each model using respective program 

developed by JavaScript programming language with D3 library. Based on the results, 

the proposed models give better optimality index by 20.83% compared to previous 

works. This research provides fundamental solution and better understanding to avoid 

cycle on assignment problems thus helping organizations or companies to increase the 

efficiency in planning as well as reducing the routing cost. This will give a great impact 

and benefit the manufacturing industry as well as transportation business where model 

and algorithms can be adjusted in their software and applications. 
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ABSTRAK 

Penetapan tugasan adalah salah satu masalah yang paling mencabar dalam 

persekitaran pengkomputeran teragih. Beberapa pendekatan dan teknik penetapan 

tugasan yang optimum telah dicadangkan oleh pelbagai penyelidik daripada kaedah 

pembahagian graf hingga padanan graf heuristik. Algoritma penetapan tugasan dan 

strategi pemetaan yang baik pasti meminimumkan masa penyelesaian. Kajian 

terdahulu menyelesaikan graf tugas tidak berkitaran berarah. Walau bagaimanapun, 

jika kitaran wujud, adalah sukar dan kadang-kala mustahil untuk menyelesaikan tugas 

mengikut kekangan. Justeru, adalah wajar untuk mengkaji kaedah untuk 

menghapuskan kitaran untuk mendapatkan graf tidak berkitaran yang diarahkan untuk 

masalah penetapan tugas. Dalam tesis ini, teknik-teknik mengubah graf kitaran berarah 

yang terdiri daripada sebilangan nod kepada graf kitaran tidak berarah akan dikaji. 

Tiga model telah dibangunkan, bermula dengan padanan yang mengubah graf arah 

tanpa pemberat dengan kitaran menjadi graf tak berkitaran. Model kedua adalah 

lanjutan dari model pertama, tetapi dengan pemberat pautan. Model ketiga 

membincangkan teknik membalikkan pautan untuk menyelesaikan graf berkitaran 

terarah berwajaran. Teknik ini merangkumi tiga peringkat utama iaitu mengenal pasti 

kitaran, menguraikan dan membentuk graf tak berkitaran, dan penetapan tugas. 

Sebaiknya, panjang pautan adalah masa pengiraan. Penyelesaian yang optimum 

memberikan masa minimum yang diperlukan untuk menyelesaikan tugas yang 

dicadangkan. Algoritma yang dicadangkan telah dikod dan simulasi dijalankan untuk 

setiap model menggunakan pengaturcaraan JavaScript dengan perpustakaan D3. 

Berdasarkan keputusan, model yang dicadangkan memberikan indeks optimum yang 

lebih baik sebanyak 20.83% berbanding kajian sebelumnya. Penyelidikan ini 

memberikan penyelesaian asas dan pemahaman yang lebih baik untuk mengelakkan 

masalah penugasan sehingga membantu organisasi atau syarikat untuk meningkatkan 

kecekapan dalam merancang dan juga mengurangkan kos peralihan. Ini akan memberi 

kesan yang besar dan menguntungkan industri pembuatan serta perniagaan 

pengangkutan yang mana model dan algoritma dapat disesuaikan dalam perisian dan 

aplikasi mereka. 
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CHAPTER 1 

 

 

INTRODUCTION 

 

 

1.1 Overview 

 

 Graph theory is an important area of contemporary mathematics with many 

applications not only in other branches of mathematics, but also in scientific 

disciplines such as engineering, computer science, management sciences, operational 

research and the life sciences. In general, a graph is a connection of vertices (called 

nodes) and links (called edges) together with a rule on how the vertices are connected 

to one another with the edges. Graphs are excellent modeling tools. One can read all 

information from a graph and record the abstract definition from the graph in a unique 

way. Hence, the practical applications can be reduced into graphs.   

 

 To solve the problems of the applications, a graph which represents the 

problem can be transformed or reduced into a simpler form of graph rather than solving 

it directly.  Directed graphs are employed for modelling various applications such as 

task assignment problem. Assignment problem refers to the analysis on how to assign 

n tasks onto m agents in the most optimal way. The problems associated with the 

assignment of tasks have long been recognised in the art. Assignment of jobs to 

workers, contract to contractors undergoing a bidding process, assigning nurses to duty  
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post, or time tabling for teachers in school and many more have become a growing 

concern to both management and sector leaders alike.  

 

 

Several approaches of optimal task assignment have been proposed, ranging 

from graph partitioning-based tools to heuristic graph matching. In an attempt to solve 

the problem in the general case, a number of heuristics have been introduced. The task 

assignment problem is an open research area and still has room for improvement. 

Without accurate schedule information, a worker has no means of assessing and 

making realistic due date commitments for prospective customer orders. 

Consequently, workers are frequently reassigned or asked to work overtime to 

compensate for unanticipated bottlenecks. These disruptions are very costly.   

 

 

Existing task assignment solution and scheduling techniques attempt to 

overcome these disruptions by mapping the task into a directed graph. However, most 

of the previous studies put attention on directed acyclic graph. Thus, this study will 

put effort on investigating the problem with directed cyclic task graph. 

 

 

1.2  Problem Background 

 

The classical problem of the task assignment of resources is a well-known 

issue, widely described in one of the branches of mathematics and computer science, 

namely in Graph Theory. The Assignment Problem (AP) is also known as the 

maximum weighted bipartite matching problem which is a special type of Linear 
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Programming Problem (LPP), in which the objective is to assign number of jobs to 

number of workers at a minimum cost (time).  

 

 

Task assignment can be in the form of projects and processes performed as part 

of the workflow may utilize multiple human and physical resources to complete 

individual tasks. The management of the workflow can require coordination between 

each of the resources directed with completing individual tasks that are part of the 

process. Often, the resources assigned to complete tasks of the workflow may be 

located in geographically remote locations or otherwise unable to be present in the 

same location. Tasks may require resources to be coordinated remotely. Individual 

tasks of a workflow process may depend on the completion of a previous task before 

starting and completing a subsequent task. A delay in completing any previous tasks 

at any stage of the process may have a cascading effect which may in turn delay the 

completion of the subsequent tasks, therefore delaying the completion of the entire 

process. 

 

 

Currently available computerized management tools may improperly assume 

that each of resources that may be assigned a task, as part of the workflow, are 

presently capable, ready and able to complete the task once it has been assigned and 

within the time frame allotted for completion. In reality however, resources requested 

for the completion of a process may often be conducting business away from their 

computer systems, or unable to fulfill the request. This may particularly true when the 

individuals being relied upon are management level individuals of an enterprise who 

have very busy schedules. Assigning tasks to a management level individual can be 

difficult when they are consistently away from their computing system. Often, 
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workflow management relies on the secretaries of the manager level individuals to 

schedule tasks for completion in a manner that fits into the schedules of the managers. 

 

 

While relying on secretaries may assist in completing the tasks of the workflow 

processes, having to wait and schedule the performance of the tasks can cause delays 

resulting in an increased cycle time and incidentally limit the resources that may be 

available for completing subsequent tasks. Accordingly, a need exists in the art for a 

workflow management tool that automatically preschedules for completion each task 

of the workflow process and continuously optimizes the completion of the workflow 

in order to complete the process in the most efficient and reliable manner possible. 

 

 

The mathematical formulation of the problem suggests that this is an integer 

programming problem and is highly degenerated. It can be stated as follows: given a 

bipartite graph made up of two partitions V and U, and a set of weighted edges E 

between the two partitions, the problem requires the selection of a subset of the edges 

with a maximum sum of weights such that each node 𝑢𝑖 ∈ 𝑉  or  𝑢𝑖 ∈ 𝑈  is connected 

to at most one edge. The problem may also be phrased as a minimization problem by 

considering, instead of edge weights  𝑤𝑖𝑗, a set of non-negative edge costs, 𝑐𝑖𝑗 = 𝑊 −

𝑤𝑖𝑗, where  W  is at least as large as the maximum of all the edge weights. It can also 

be stated as: how to determine the best possible assignment of workers to jobs, such 

that the total ratings are maximized (Cimen, 2001). All the algorithms developed to 

find optimal solution of transportation problem are applicable to assignment problem. 

However, due to its highly degeneracy nature, a specially designed algorithm widely 

known as Hungarian method proposed by Bogomolnaia and Moulin (2001) is used for 

its solution.  
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Several approaches and techniques of optimal task assignment have been 

proposed by various researchers ranging from graph partitioning-based tools to 

heuristic graph matching. A good task assignment algorithm and mapping strategy 

ensure turnaround time minimisation. Thus, many researchers have attempted to 

produce good algorithm to solve the task assignment problem. Previous work put 

efforts on solving a directed acyclic task graph. Liao, Yin and Goa (2012) presented a  

work on designing routing schemes in the DPillar network. The idea of how servers in 

DPillar are addressed and connected is interesting.  However, they only discussed on 

the arrangement of the nodes without solving the assignment problems. Gupta (2013) 

solved the weighted acyclic graph using matching technique and later mapped onto 

processors. Mohan and Gopalan (2013) extended the idea of Gupta (2013) and 

discussed the Shen Tsai’s Algorithm on task assignment problem. They came out with 

a new ‘Parallel Heuristic Graph Matching Algorithm (HGM)’ which improvised their 

previous techniques written in the previous work. Both qualitative and quantitative, 

pertaining the algorithm which signifies how efficient the proposed algorithm is, 

compared to the existing ones.  

 

 

The previous study highlighted on task assignment problem from the directed-

acyclic graph and undirected graph. Numerous techniques have been produced from 

the previous work. What is lacking is that if a directed cycle exists, it would be 

impossible to complete the task according to the constraints.  To address these 

challenges in industrial work, transportation costs can be a significant part of a 

company’s overall logistics budget. With the increases in the price of fuel, company 

should provide good assignment of workers to the transports together with good 

routing to avoid repetitions of travelling to complete the given tasks. To address this 

issue, businesses have incorporated better strategies that will help identify 

transportation issues and develop the appropriate solutions. Therefore, it would be 



6 

 

useful to find a solution if the cycle exists. The cycle in a task graph (job) should be 

eliminated, so that the job can be assigned to the right people and the task can be 

completed or done in appropriate time.  

 

 

1.3 Problem Statement 

 

Despite the fact that there are many studies on solving the task assignment 

problem ranging from graph partitioning to matching and heuristics, there is one thing 

need to be considered if cycles exists on the task graph.  Based on the issue, it takes 

the attention on the cyclic task graph. The transformation problem can be stated as 

follows: 

 

How can a given directed cyclic graph be transformed into a form of directed acyclic 

graph so as to optimally assigned onto n number of processors, P ? 

 

 

The problem can be illustrated as in Figure 1.1. The initial task graph consists 

of cycle. It is undesirable and impossible to complete the task according to the 

constraints if the cycle exists. Therefore, an effort should be done in order to eliminate 

the cycle to obtain a directed acyclic graph (DAG). Figure 1.1 shows the initial idea of 

transformation cyclic graph (a) into acyclic graph (b). 
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(a)                                                              (b) 

Figure 1.1    The initial idea of transformation of cyclic graph onto acyclic. 

  

 Figure 1.2 shows the initial idea on the mapping of the task graph onto n 

number of processors. In this example, the number of processors is two, which is 1P  

and 2.P  

 

 

 

P1 7 5     

P2 8 3 1 2 4 6 

 

Figure 1.2     Mapping of task graph onto the two processors. 
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In the mapping of the nodes (tasks) onto processors, the chosen nodes when 

reduced into the form of directed acyclic graph has significantly affected the results 

obtained in the schedule. Thus, the best formation of directed-acyclic graph which can 

lead to the optimal result with minimum computation time (distance on edge) is the 

core of this research.  The proposed techniques with algorithm were designed and 

tested to various number of nodes in the task graph.  

 

Thus, the following issues need to be addressed, as shown below: 

 

i. Could the proposed technique be capable of optimizing optimal selection 

of cyclic nodes and edges to become acyclic, where the unweighted 

directed cyclic graph and weighted directed cyclic graph are taken into 

consideration  as the proposed task graph?  

 

ii. Would the mapping of tasks onto two and more than two number of 

processors gives better optimality index (efficiency) when hierarchy 

arrangement of nodes and reversing the cyclic edges are implemented? 

 

iii. Could the proposed technique improve the task assignment problem when 

dealing with larger number of nodes and would it be able to give better 

approach on transforming the cyclic graph onto acyclic graph? 

 

 

 

1.4 Research Objectives 

 

As discussed in Section 1.2 and 1.3, there are three main issues (unweighted 

directed-cyclic graph and weighted directed-cyclic graph, the technique of breaking 
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the cycles as well as the mapping of task graph onto processors) encountered by the 

task assignment problem. These issues tend to restrict the efficiency of the algorithm 

and optimality of the results. Therefore, this study aims to develop and propose a better 

algorithm, which can increase the accuracy of mapping the task graph. The objectives 

of the study are listed as follows: 

 

i. To develop an algorithm for solving the cyclic graph to become acyclic 

based on hierarchy of task (node) for unweighted graph and then mapped 

onto two processors. 

 

ii. To implement the algorithm from (i) for weighted directed graph in which 

it can optimally reduce the cyclic graph into an acyclic graph and then 

mapped onto n  number of processors. 

 

iii. To develop another heuristic technique by reversing the edges to obtain 

acyclic graph and assigned the task graph onto n number of processors. 

 

 

 

1.5    Research Methodology 

 

 

This research requires a set of nodes and edges with cycles as a cyclic task 

graph. There are three models proposed in this study involving the unweighted and 

weighted directed cyclic graph. Figure 1.3 shows the flow of the algorithm to eliminate 

the cycles and assign the tasks onto n number of processors in general. The 

methodology of solving the proposed models can be divided into three main stages. 

The first stage involves cyclic task graph and identification of the cycle. The second 
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stage involves the formation of directed acyclic graph by proposed techniques. The 

last stage is the assignment the nodes (tasks) onto n number of  processors and obtain 

the schedule. Finally, the proposed algorithms, along with numerous numbers of 

nodes, were coded and tested in the Javascript programming language with D3 library 

with Intel Core i7-3632 QM CPU @ 2.20GHz and 4GB RAM environment. 
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Figure 1.3 The general flow of algorithm to eliminate the cycles and assign the 

tasks onto processors. 

 

 

 

1.6    Scope of Research 

 

The scope of this study is on the development of the algorithm to break the 

cycle(s) and map the task graph onto two processors and more, 2.P   Specifically, the 

algorithms are confined to the proposed task graphs. This study considered only finite 

simple directed-cyclic graph ( , )G V E where V m=  and E n= . The cycle involves 

in a task graph must be three nodes. This study is only based on theoretical graph 

applications and the results obtained is based on simulation. There are four numerical 

experiments involving eight, twenty, forty and one hundred number of nodes for each 

of the proposed model. This research does not involve load balancing issue.  Note that 

Parallel Virtual Machine (PVM) and Message Passing Interface (MPI) are not covered 

in this study. 

Arrange the nodes onto multicolumn 

 

 

 

 

 

 

Create co-comparability graph 

 

 

 

 

Mapping onto number of processors 

 

Yes 

Stage 2 

                  -

- 

Stage 3                         

---------------

----- 

 

      

   

 

                  -

- 

A 



12 

 

1.7 Significance of Research 

 

This research develops algorithms to eliminate the cycles in directed cyclic 

graph and assign the tasks into several processors. From the viewpoint of the task 

assignment problem with cyclic task graph, the algorithm in this study is the first 

implementation of acyclic task graph and mapping onto processors. In the scope of 

application, the real problem in optimising the reduction of cycle is solved. 

Theoretically, the proposed algorithms are novel, provide an easy, reliable, and 

systematic way to solve a cyclic task graph. 

 

 

A set of nodes with no weightage imposed on the edges is proposed. A model 

called DCGSimplify is developed as a fundamental model to eliminate cycles to 

become acyclic. This model is believed can provide a reliable technique which can be 

extended to the weighted directed cyclic graph in the next model. 

 

 

The integration of good algorithm in eliminating the cycles and good mapping 

strategy can provide a better understanding of task assignment problem to find the 

most optimal way of assigning the tasks onto processors (workers). Other models 

called Weighted-DCGSimplify and Edge Splitting are proposed with several numerical 

experiments tested on different number of nodes is proposed to solve more complex 

problem, so that it can enhance decision making. The schedule produced from the 

model provides suggestion for the company to take appropriate action improving the 

assignment of the tasks to all available resources.  
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This research in addition to partially filing the research gap, provides 

fundamental solution and better understanding to avoid cycle on assignment problems 

thus helping enterprises to increase the efficiency in planning as well as reducing the 

routing cost. It is hoped that all the proposed models be off benefit to manufacturing 

industry and transportation business in the effort to become more effective where 

model and algorithms can be adjusted in their software and applications. 

 

The proposed developed algorithm is believed can help the problem which 

investigates drone-based delivery at a system level. The entities of the system are 

goods, customers, vehicles, and depots. Customers request goods that are stored in 

depots and delivered by vehicles. Service requests, also denoted as jobs or customer 

requests, are not known in advance and arrive over time at certain locations according 

to a space-time stochastic process. The approach proposed in this study can answer 

the questions on how many vehicles and depots are needed for a certain area and 

analyze policies for job assignment such as ‘how to assign customer requests to 

vehicles to minimize the expected delivery time?’. Nowadays, finding the minimum 

and cost-effective routing is paramount importance in many businesses. Without a 

good and efficient routing, it will increase the total cost and would become a major 

burden to companies. Therefore, even small improvements in routing efficiency can 

result in large cost reductions and affected especially on industrials involving 

transportation, manufacturing, and others. This research highly impactful where the 

new model and algorithms will be transformed into software based and use in graph 

network problem. If successfully, it will become one of the pillars decision support 

system where until now this country still dependence on foreign technology for 

simulation software development. 
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Finally, four intellectual properties, i.e. two patents and two copyrights could 

be produced through three proposed models in this research. 

 

1.8 Thesis Organization 

 

The layout of this thesis can be divided into six chapters. The thesis starts from 

the introduction followed by the literature review, developed models and discussion 

and end with conclusion and suggestions.  

 

 

Chapter 1 is mainly about the overview of the thesis. It consists of the 

introduction, problem background, problem statement, research objectives, research 

methodology, scope of the study, and the significance of the study as well as thesis 

organization. 

 

 

Chapter 2 is the literature review which consists of all the important 

information gathered throughout the entire course of the study. All related works of 

task assignment problem and its algorithms with their methodology used are compiled 

in this chapter. 

 

 

Chapter 3 discusses on how a directed-cyclic graph can be reduced into the 

form of directed-acyclic graph for unweighted directed graph. The algorithm of 

technique is introduced and expressed through a schematic diagram. The algorithm is 
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coded using JAVA programming language with D3 library. It is tested to different 

number of nodes. 

 

 

Chapter 4 presents a multicolumn matching technique to assign the task onto 

processors. It considers the directed-acyclic graph as in Chapter 3. The algorithm of 

method is introduced and expressed through a flowchart. The algorithm is coded using 

JAVA programming language with D3 library. It is tested to different number of 

nodes. 

 

 

Chapter 5 presents an edge splitting technique to transform the directed-cyclic 

graph to a directed-acyclic graph and to assign the task onto processors. It considers 

the directed-acyclic graph as in Chapter 3. The algorithm of method is introduced and 

expressed through a flowchart. The algorithm is coded using JAVA programming 

language with D3 library. It is tested to different number of nodes. 

 

 

Finally, chapter 6 provides a summary and conclusion of the research. Apart 

from that, some suggestions for future research are also presented in this chapter. 
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