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ABSTRACT 

Highway traffic networks consist of in-coming vehicles to a toll plaza and out-

coming vehicles from a toll plaza. The current practice to analyse a network is by using 

social network analysis (SNA) with the following three steps: (i) the network is 

considered as an undirected weighted complete graph (UWCG), (ii) the important 

information in the network is filtered using minimal spanning tree (MST), and (iii) the 

topological properties of each node is investigated using certain centrality measures. 

However, highway networks are complex and need a better method to analyse it. In 

this thesis, the Projek Lebuhraya Usahasama Berhad (PLUS) highway network is 

represented as a weighted directed network (WDN). The PLUS highway traffic 

network from 63 toll plazas in Peninsular Malaysia is studied to understand the in-

coming and out-coming weights of traffic burden. Here, the weights of traffic burden 

refer to the in-coming and out-coming vehicles between two toll plazas. This study 

represents the complex PLUS highway traffic network as a non-symmetric matrix with 

positive finite element. The important information contain in the network are extracted 

using a unique and more robust method known as Forest. It is found that PLUS 

highway network produces only one MST in a network. This differs from other 

complex networks such as stock markets which typically produce more than one MST 

in a network. This study also investigates the dynamicity amongst PLUS highway toll 

plazas, which has not been discussed in other highway network studies. Using 

regression analysis on log return of traffic burden, it is found that Bukit Tambun Utara 

and Bukit Tambun Selatan are the two most dynamic toll plazas. In addition, the 

topological properties of network in this study use four types of centrality measures 

which are degree, betweenness, closeness and eigenvector. The performance of the toll 

plazas in the network can also be summarized based on an overall centrality measure 

using Principle Component Analysis. This approach is able to identify the most 

important toll plaza in the network. For instance, Sungei Besi toll plaza is found to be 

the most important toll plaza from the years 2009 until 2013 for in-coming traffic 

burden. However, this method could not identify the performance of the toll plazas 

based on the importance of their centrality measures. This is because it does not take 

into account, the multivariate dispersion of the centrality measures and thus cannot 

identify the most important centrality measure. An existing measure of multivariate 

dispersion is using effective variance (EV) based on the geometric mean of all 

eigenvalues. In this study, a new approach called effective vector variance (EVV) 

based on the arithmetic mean of all eigenvalues is used together with EV to identify 

the most important centrality measure. It is found that the most important centrality 

measure containing only one type of centrality measure is betweenness, the important 

centrality measure containing two types of centrality measures is betweenness and 

eigenvector, and the most important centrality measure containing three types of 

centrality measures is degree, betweenness and eigenvector. The results from this 

study can be used by the management of PLUS highway to improve its current system 

and operation. 
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ABSTRAK 

Rangkaian trafik lebuhraya terdiri daripada kenderaan yang masuk ke plaza tol 

dan kenderaan yang keluar dari plaza tol. Kaedah semasa yang digunapakai untuk 

menganalisis rangkaian ialah dengan menggunakan analisis rangkaian sosial (SNA) 

dengan tiga langkah berikut: (i) rangkaian dianggap sebagai graf wajaran lengkap tak 

berarah (UWCG), (ii) maklumat penting dalam rangkaian ditapis dengan 

menggunakan pokok perentangan minimum (MST), dan (iii) sifat-sifat topologi setiap 

nod disiasat dengan menggunakan pengukuran pemusatan tertentu. Walau 

bagaimanapun, rangkaian lebuhraya adalah lebih rumit dan memerlukan kaedah yang 

lebih baik untuk menganalisisnya. Dalam tesis ini, rangkaian lebuhraya Projek 

Lebuhraya Usahasama Berhad (PLUS) telah diwakili sebagai rangkaian wajaran 

berarah (WDN). Rangkaian trafik lebuhraya PLUS daripada 63 buah plaza tol di 

Semenanjung Malaysia telah dikaji untuk memahami pemberat beban trafik yang 

masuk dan keluar. Di sini, pemberat kepada beban trafik merujuk kepada jumlah 

bilangan kenderaan yang masuk dan keluar di antara dua plaza tol. Kajian ini merujuk 

kepada rangkaian trafik PLUS yang kompleks sebagai matrik bukan simetrik dengan 

unsur terhingga yang positif. Maklumat penting yang terkandung dalam rangkaian ini 

diekstrak dengan menggunakan kaedah yang unik dan lebih teguh dikenali sebagai 

Forest. Didapati bahawa rangkaian lebuhraya PLUS menghasilkan hanya satu MST 

dalam rangkaiannya. Ini berbeza daripada rangkaian kompleks lain seperti pasaran 

saham yang biasanya menghasilkan lebih daripada satu MST dalam rangkaiannya. 

Kajian ini juga menyiasat dinamik di antara plaza-plaza tol di lebuhraya PLUS, yang 

belum pernah dibincangkan dalam kajian rangkaian lebuhraya yang lain sebelum ini. 

Dengan menggunakan analisis regresi pada log hasil pulangan bagi bebanan trafik, ia 

menunjukkan bahawa Bukit Tambun Utara dan Bukit Tambun Selatan adalah plaza 

tol yang paling dinamik. Tambahan lagi, sifat topologi dalam rangkaian kajian ini 

menggunakan empat jenis pengukuran pemusatan iaitu darjah, antara, kedekatan dan 

vektor eigen. Prestasi plaza tol dalam rangkaian juga boleh dirumuskan berdasarkan 

keseluruhan ukuran pemusatan menggunakan Analisis Komponen Utama. Pendekatan 

ini dapat mengenal pasti plaza tol yang paling penting dalam rangkaian. Sebagai 

contoh, plaza tol Sungei Besi adalah plaza tol yang paling penting daripada tahun 2009 

hingga 2013 untuk beban lalu lintas yang masuk. Walau bagaimanapun, kaedah ini 

tidak dapat mengenal pasti prestasi plaza tol berdasarkan kepada kepentingan ukuran 

pemusatan. Ini kerana ia tidak mengambilkira penyebaran variasi berbilang bagi 

ukuran pemusatan dan seterusnya tidak dapat mengenal pasti ukuran pemusatan yang 

paling penting. Ukuran sedia ada bagi penyebaran variasi berbilang adalah dengan 

menggunakan varians yang berkesan (EV) berdasarkan pada purata geometrik untuk 

semua nilai eigen. Dalam kajian ini, satu pendekatan baru yang disebut sebagai varian 

vektor yang berkesan (EVV) yang berdasarkan pada nilai aritmetik untuk semua nilai 

eigen telah digunakan bersama dengan EV untuk mengenal pasti ukuran pemusatan 

yang paling penting. Kajian ini mendapati bahawa ukuran pemusatan yang paling 

penting yang mengandungi satu jenis ukuran pemusatan ialah antara, ukuran 

pemusatan yang paling penting yang mengandungi dua jenis ukuran pemusatan ialah 

antara dan vektor eigen, dan ukuran pemusatan yang paling penting yang mengandungi 

tiga jenis ukuran pemusatan ialah darjah, antara dan vektor eigen. Hasil daripada kajian 

ini boleh digunakan oleh pengurusan lebuhraya PLUS untuk memperbaiki sistem dan 

operasi mereka yang sedia ada. 
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1 

CHAPTER 1  

 

 

INTRODUCTION 

 Introduction 

Network analysis can be found in many fields such as medical, organizations, 

economics, ecologies, technologies, transportations and many more. The relationships 

in the network explain the systems which contain each element that is connected 

among them. These connections are the topics of interest and the network topology is 

investigated. The information contains in the network can be filtered and interpret with 

the application of social network analysis (SNA). The visualization of each network 

can be presented by using the theoretical graph approach while the important 

information in the network can be extracted by using MST and Forest. The behavior 

of each centrality measures is one of the topic interests. The most important centrality 

measures can be defined by looking at each dispersion measure.   

 Background of the Problem 

The highway is one of the most important facilities to transfer passengers as 

well as consumer goods. Therefore, the highway has the potential to support economic 

growth. It contributes directly to socio-economic development and thus improves the 

quality of life. Industrialization and economic growth have been rapidly increasing 

once Projek Lebuhraya Usahasama Berhad (PLUS) highway network in Malaysia was 

built. Hence, the patterns of transportation also changed following the economic 

development. The growth of the Malaysian highway network is the result and the cause 

of this positive progress of industrialization. The demand for traveling increases as the 

need for people mobility increases. It is also related and associated with the demands 

and supplies in manufacturing sectors, rapid urban development, and population 

growth. 
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Malaysia is highly committed to building the development of road network. 

According to the Department of Statistics, Malaysia (DOSM, 2016), the road mileage 

in Malaysia increased from 214,813 km (2015) to 236,802 km (2016). The increase in 

road mileage is 9.29% in a year. Meanwhile, the number of registered motor vehicles 

also increases from 26,301,952 (2015) to 27,613,259 (2016) marking an increase of 

about 4.75% in a year. These data show that Malaysia needs good road networks. The 

registered motor vehicles here refer to motorcycle, car, taxi and hired car, bus, 

consumer goods vehicle and truck. At the same time, Johor Bahru – Kulai station (JR 

204) is the highest traffic composition with 110,498 vehicles in 2016 (MOT, 2016). 

These vehicles include cars, taxis, lorries, buses, and motorcycles.   

To the knowledge of the author, there is a limited number of published works 

on highway network analysis. The published works include Messmer et al. (1998), 

Gabor and Csabai (2002), Sohn (2006), Villas et al. (2009), Bounova (2009), Park and 

Yilmaz (2010), and Haibin (2016). These works use the theoretical graph approach. 

Messmer et al. (1998) developed the Variable Message Sign (VMS); an information 

and guidance system in the interurban Scottish highway network. In 2002, Gabor and 

Csabai (2002) studied the comparison of the characteristic between highway network 

and computer network traffic in a simple topology. Boccaletti et al. (2006) defined it 

as networks in which a real number is connected to every link. Sohn (2006) studied 

the accessibility of the highway network in Maryland, USA, under flood. Villas et al. 

(2009) construct a model for different worldwide highway networks by using 

Geographic Path Network (GPN).  

Bounova (2009) studied the topological network evolution for US Airline and 

the growth of language Wikipedia network. Park and Yilmaz (2010) studied road 

network analysis in Columbus Ohio and Washington D.C by using centrality measure. 

Meanwhile, Haibin (2016) applied the complex network theory to analyze the 

statistical features of the Guangdong Province Highway Network (GDHN) in China.  

Theoretical graph approach is selected because it can visualize the network 

easily and able to analyze the highway network more comfortably. In graph theory, a 

graph represents a set consisting of objects (also called nodes) and link (or, edge) 
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connecting two nodes. The edge may be directed or undirected. When the edges have 

no orientation, the graph is called ‘undirected graph’ while the graph with direction is 

called ‘directed graph’ (Bondy and Murty, 1976).   

In this thesis, the highway network is considered as a weighted directed graph 

(WDG). It is a graph where each link has its own weight. Boccaletti et al. (2006) 

defined it as networks in which a real number is connected to every link.  Here, a node 

represents a toll plaza and the link is the highway connecting them. Traditionally, in 

terms of geographical location, the weight of the link between two toll plazas is the 

length of highway (in mile or kilometer) between them. However, in economic terms, 

the weight of link could be the length of time from one toll plaza to the other, traffic 

burden, cost and weight of transported goods.   

The weight of the link in a network can be described as a network with the 

connections between nodes that have weights or burdens allocated to them. Since the 

above-mentioned published works do not use traffic burden to define the weight of the 

link, in this thesis it is used as ‘the number of vehicles in-coming and out-coming 

through toll plaza’. 

Once the highway network is represented by a weighted directed graph 

(WDG), it becomes a complex network. The problem is on how to filter the 

information therein, analyze the filtered network, identify the toll plazas that must be 

paid more attention to and determine the most important centrality measure that can 

be used by PLUS highway management to develop highway network.  

The important information contains in the network can be filtered by applying 

the minimal spanning tree (MST) and Forest. MST is used in many fields for filtering 

or extracting the important information in a complex network (Mantegna (1999), Eom 

et al. (2009) and Tabak et al. (2010)). Although MST can extract the important 

information from the complex network, it is not unique and robust. To handle these 

weaknesses, Djauhari (2012) introduced Forest to avoid the producing of misleading 

information from MST.  
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Centrality measures are performed to learn the topological characteristic of the 

network. The four types of centrality measures that are usually applied by the 

researchers are degree, betweenness, closeness and eigenvector centrality measures. 

The research on degree centrality measure can be found in Freeman (1978), Latora and 

Marchiori (2007) and Chen et al. (2012). Meanwhile, the betweenness centrality 

measure can be found in the research by Borgatti (1995 and 2005) and Opsahl et al. 

(2010). Furthermore, the research on closeness centrality measure can be found in 

Newman (2008), Crucitti et al. (2006) and Brandess and Fleischer (2005). Other than 

that, research by Borgatti (2005) and Bonacich (1972) are examples of research done 

on eigenvector centrality measure. Based on these centrality measures, it is crucial to 

determine which centrality measure is the most important centrality measure.  

 Problem Statement 

The complex network that represents the PLUS highway traffic burden consists 

of important information of the in-coming and out-coming traffic burden. The 

important information covers the whole toll plazas along the PLUS highway.  

According to the graph theory, the current practice of complex network analysis is 

usually conducted by considering the network as a directed or an undirected weighted 

complete graph. In this study, the network is considered a weighted directed graph 

(WDG). The edge weight is known as traffic burden which is measured by the number 

of vehicles coming-in to a toll plaza and coming-out from a toll plaza. Thus, the main 

problems encountered in this thesis consist of how to analyze highway network from 

a complex network analysis point of view.  

The social network analysis is one of the methods to understand the 

information contained in the highway network. By using graph theory, it visualized 

the network in WDG. Meanwhile, in algorithm theory, the network is represented as a 

non-symmetric matrix. Based on the matrix, the next problem encountered in this 

thesis is how to analyze the matrix so that the most important information can be 

extracted? 
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Based on the previous research, MST is applied to analyze the non-symmetric 

matrix. The weakness of using MST is that it is not unique and not robust. It is not 

unique because it has more than one MST in a network. The result can be confusing 

since it cannot give the most important answer. While in terms of interpretation, MST 

is not robust since the interpretation depends on many MST in the network. The 

weakness of MST could lead to misleading information. To overcome the weakness 

of MST, a method that can produce a unique and robust result is needed.  

The next step in analyzing the network is to analyze the topological properties 

of the network. Based on the four common centrality measures, the most important 

centrality measure is proposed. Among the centrality measures, there is one measure 

that qualities as the most important centrality measure. The effective variance (EV) is 

one of the existing methods in multivariate dispersion that can be used to find the most 

important centrality measure. However, EV has its own limitations. A new alternative 

or method should be proposed to handle the limitations of EV. Thus, the new method 

is proposed in this thesis. 

In addition, the dynamicity of the toll plaza is also drawn attention in the thesis 

since the dynamicity of a node in the network has never been discussed before in 

previous studies. The main interest here is to know whether the most important toll 

plaza is also the dynamic toll plaza. 

 Research Objectives 

 To overcome the problems mentioned above, the main objectives of this study 

are: 

 

(i) to model the PLUS highway network as a non-symmetric matrix with the 

positive finite element and/or infinite element.  

(ii) to measure the dynamicity of a toll plaza by using autocorrelation, in terms of 

traffic burden log return (the log return of traffic burden data). 
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(iii) to analyze the Forest by using the traditional four centrality measures namely 

degree, betweenness, closeness, and eigenvector. Then, the overall centrality 

measure is defined by using the Principal Component Analysis (PCA).  

(iv) to determine the most important centrality measure in term of the maximum 

variance.  

 The Scope of the Study 

 The scope of this study can be divided into three aspects. The three aspects are: 

 

(i) Data 

The data used in this study are limited to the data prepared by Toll Department 

of PLUS Malaysia Sdn. Bhd. The number of in-coming and out-coming traffic 

burden or the number of vehicles is collected every month from July 2009 until 

December 2013. These traffic burdens are recorded from 65 toll plazas along 

PLUS highway, starting from Juru until Skudai. All data are fully used for the 

analysis. The data is free from missing values, latest (at that time) and relevant 

for this study.  

(ii) Methodology 

The methodologies used in this study are referred to the scope of the 

mathematical areas. The first stage is to visualize the highway network. This 

stage needs the use of graph theory to visualize the network based on the WDG. 

Then, the extraction of important information from the network can be 

determined using MST and Forest. The dynamicity of the toll plaza in the 

network can be recognize using the regression on the algorithmic returns. 

Furthermore, the network topology of the highway network can be interpreted 

by applying the four most centrality measures.  

Lastly, the most important centrality measure can be found by using 

EV and EVV. These methods are based on the multivariate dispersion measure. 



 

7 

The effective variance is defined based on generalized variance (GV) while 

EVV is defined based on vector variance (VV). EV is the geometric mean of 

all eigenvalues while EVV is the arithmetic mean of all squared eigenvalues. 

Since EV have the limitations in measuring the dispersion, EVV is introduced 

to manage and handle the limitations of EV. 

(iii) Application 

The application of the methodologies mentioned in (ii) covers the scope for 

physical research areas. The physical research area is the PLUS highway traffic 

network which consists of 65 toll plazas spread out in eight states (Penang, 

Perak, Kedah, Selangor, Wilayah Persekutuan, Melaka, Negeri Sembilan, and 

Johor).  

 Research Data 

The data involved in this study is about the number of vehicles (traffic burden) 

in-coming to a toll plaza and out-coming from a toll plaza. The data collected from 63 

toll plazas along PLUS highway. The toll plazas are from Penang (3), Kedah (1), Perak 

(14), Selangor (25), Wilayah Persekutuan (3), Negeri Sembilan (5), Melaka (3) and 

Johor (11).   

 The Significance of the Study 

The significance of the study can be divided into two different categories. The 

first category will refer to the development of mathematical areas. Other than MST 

and Forest for extracting the important information in the complex network, the 

dynamicity of the toll plaza is a highlight as one of the contributions in this study. 

However, the foremost contribution of this study is EVV. EVV is introduced to 

identify the most important centrality measures in terms of multivariate dispersion.  
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The second category refers to the management of physical research areas that 

is PLUS highway traffic network. It is hoped that PLUS highway management can get 

many advantages and benefits from this thesis. Starting from the visualization of the 

highway traffic network from 2009 until 2013, it can help PLUS highway management 

to visualize the connection of toll plaza with other toll plazas. Then, the information 

filtering based on Forest and centrality measures, it will help them to determine which 

toll plazas are important with the function given by each centrality measures. With the 

help of EV and EVV, PLUS highway management can determine which toll plaza with 

the most important centrality measure, the most important two centrality measures, 

and the most important three centrality measures. 

 Outline of the Thesis 

This thesis is organized into six chapters. Chapter 1 is the Introduction. This 

chapter will explain the background of the problem, problem statement, research 

objectives, scopes of the study, chapter outline, the significance of the study and 

conclusion.  

In Chapter 2, discussion on the previous research about the MST, Forest of all 

MSTs, SNA analysis, in brief, centrality measures, multivariate dispersion measures, 

and conclusions are presented and described in detail. Based on these discussions, the 

proposed methods can be developed by fulfilling the gap from the previous research. 

Chapter 3 in this thesis explain about the methodologies of this research. It 

started with an explanation about data collection. Then, the representation of the PLUS 

highway traffic network is discussed. It related to the graph and the adjacency matrix 

representation. It continues with the discussion on the most dynamic toll plazas. After 

that, the information filtering based on MST and Forest is discussed. Next, the filtered 

network analysis based on the centrality measures namely degree, betweenness, 

closeness, eigenvector, and overall centrality measures are presented according to their 

methods. It continues with the most important centrality measure by using EV and 

EVV.  
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In Chapter 4 and 5, the results on in-coming traffic burden and out-coming 

traffic burden are discussed in detail. It includes the dynamicity of toll plazas, the 

network filtering, the evidence from centrality measures based on the degree, 

betweenness, closeness, eigenvector, and overall centrality measures. Lastly, the most 

important centrality measures are discussed according to EV and EVV.  

In the last Chapter 6, the conclusion of the research scopes is discussed. It 

divided into two topics, the mathematical areas, and the physical research areas. The 

recommendations for PLUS highway management are also highlighted in this chapter. 

 Conclusion 

This chapter explained the background and ideas of this study. The background 

of the study explained how the study is developed from the beginning. Then, the 

problem statement defines the lack and gap of the study. It then continues with the 

research objectives to solve the problem arise before. The study is restricted to the 

scope given that covers the mathematical areas and physical research area. To gain 

more information about the previous studies based on the case studies and 

methodologies, it discussed comprehensively in Chapter 2. 
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