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ABSTRACT

Predictive maintenance (PdM) systems have the potential to detect underlying 

issues in electric motors, and this can allow them to prevent production downtime and 

loss of manufacturing yield. However, majority of the PdM systems for electric motors 

that have been proposed so far are unsuitable for industrial implementation, since they 

require hours of manual data collection and annotation, and are unable to account for 

more than one type of motor fault. Therefore, this thesis presents an unsupervised long 

short-term memory (LSTM) autoencoder-based anomaly detection system for electric 

motors. It analyzes the vibration and current consumption data from motors to detect 

anomalies, which is sufficient to account for the various motor defects. Aside from 

this, it can adapt to varying operating conditions. The system is created to 

autonomously collect vibration and current consumption data from the motor, and then 

use the data to train the LSTM autoencoder model and deploy it in real-time to detect 

anomalies. In addition to this, the system comes with several features including 

personal computer and web user interfaces that enable ease of access as well as remote 

monitoring of the motor’s conditions. To test the system, a hardware test bench using 

a stepper and a brushless direct current (BLDC) motor is made to simulate defective 

conditions. LSTM autoencoder models are trained on the data from this setup and 

deployed once the training is completed. If the system detects increasing rate of 

anomalies, the users are informed through an email or a short message service 

notification. The presented anomaly detection system is tested on hardware test bench. 

Based on the experimental results, as the simulated defect worsened, the rate of 

anomalies detected by the system increased, with the maximum anomaly rate reaching

7 anomalies per second. Additionally, the LSTM autoencoder technique is also 

compared with principal component analysis and isolation forest for validation 

purposes, and it proved to be the most accurate in the case of both the stepper and 

BLDC motors with accuracies of 66.24% and 86.43% respectively.
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ABSTRAK

Sistem penyelenggaraan ramalan (PdM) berpotensi untuk mengesan isu 

kerosakan di dalam motor elektrik, dan ini boleh menghalang masa henti pengeluaran 

dan kehilangan hasil pembuatan. Walau bagaimanapun, kebanyakan sistem PdM 

untuk motor elektrik yang telah dicadangkan setakat ini tidak sesuai untuk pelaksanaan 

perindustrian, kerana ia memerlukan pengumpulan data dalam masa beberapa jam dan 

anotasi manual, dan tidak dapat mengambil kira lebih daripada satu jenis kerosakan 

motor. Oleh itu, tesis ini membentangkan sistem pengesanan anomali berasaskan 

pengekod auto memori jangka pendek (LSTM) tanpa pengawasan untuk motor 

elektrik. Ia menganalisis data getaran dan penggunaan arus elektrik daripada motor 

untuk mengesan anomali, yang didapati mencukupi untuk mengambil kira pelbagai 

kerosakan motor. Selain daripada itu, ia boleh diadaptasi dalam keadaan operasi yang 

berbeza-beza. Sistem ini dicipta untuk mengumpul data getaran dan penggunaan arus 

elektrik secara autonomi daripada motor, dan kemudian menggunakan data tersebut 

untuk melatih model pengekod auto LSTM dan menggunakannya dalam masa sebenar 

untuk mengesan anomali. Di samping itu, sistem ini dilengkapi dengan beberapa ciri 

termasuk aplikasi komputer peribadi dan web yang membolehkan akses mudah serta 

pemantauan jarak jauh keadaan motor. Untuk menguji keberkesanan sistem, sebuah 

perkakasan bangku ujian yang terdiri daripada motor pelangkah dan arus terus tanpa 

berus (BLDC) telah dibina untuk mensimulasikan kerosakan motor. Model pengekod 

auto LSTM dilatih menggunakan data daripada persediaan ini dan digunakan sebaik 

sahaja latihan selesai. Jika sistem mengesan peningkatan kadar anomali, pengguna 

dimaklumkan melalui e-mel atau pemberitahuan khidmat pesanan. Sistem pengesanan 

anomali yang dibentangkan diuji pada bangku ujian perkakasan. Berdasarkan 

keputusan eksperimen, apabila kecacatan simulasi semakin teruk, kadar anomali yang 

dikesan oleh sistem meningkat, dengan kadar anomali maksimum mencapai 7 anomali 

sesaat. Selain itu, teknik pengekod auto LSTM juga dibandingkan dengan analisis 

komponen utama dan hutan pengasingan untuk tujuan pengesahan, dan ia terbukti 

paling tepat dalam kes kedua-dua motor pelangkah dan BLDC dengan ketepatan 

masing-masing 66.24% dan 86.43%.
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CHAPTER 1

INTRODUCTION

1.1 Problem Background

Electric motors play several irreplaceable roles in companies. Automations 

ranging from conveyor belts to robotic arms all require motors to operate. With 

manufacturing demands on the rise, most machines may be required to run 

continuously for an entire day. Due to continuous usage motors are no strangers to 

frequent failures. They may suffer from both mechanical faults, such as worn-out 

bearings or broken shafts (Guo & Liu, 2018), and electrical faults, whereby there may 

be open-circuit or short circuit faults in the motor (Lee et al., 2008). If motor faults are 

not detected on time, they may eventually lead to catastrophic failures. Such disasters 

may be ruinous for production schedules and consume a significant chunk of financial 

resources in companies. Furthermore, if motor faults are not treated at an earlier stage, 

they may inflict damage on expensive equipment, increasing the repair cost (Nandi et 

al., 2005). Therefore, having a system that predicts possible motor failures could prove 

to be immensely useful for reducing maintenance costs and to avoid machine 

downtime. Thus, many industries are in dire need of an intelligent fault diagnosis 

system that keeps track of motor conditions and predicts any possible failures that may 

occur (Rahman et al., 2010). In order to build a system which is capable of 

accomplishing such feats, it is necessary to have an algorithm that mimics human 

intelligence or can analyse large quantities of data in real-time.

Fortunately, the advent of the fourth industrial revolution has led to vast 

progress in the fields of machine learning, deep learning, and artificial intelligence 

(AI). As such, over the past few years many fault classification systems based on 

machine learning algorithms, like support vector machine (SVM), fuzzy logic 

inference, etc. have been proposed (Shao et al., 2020). Nevertheless, predictive 

maintenance models are rarely implemented in industries. Fault classification
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techniques can be divided into two groups, supervised and unsupervised learning 

techniques. Most of the proposed state-of-the-art fault diagnosis systems make use of 

supervised learning, which while effective is not without flaws. In the case of 

supervised learning, an expert has to spend hours analysing and acquiring data from 

industrial motors under both normal and faulty conditions. This is much easier said 

than done, since an industrial motor may suffer from a variety of faults. Acquisition of 

data under different faulty conditions can be tremendously time consuming. This is 

also the reason why many of the proposed supervised models are not applicable for 

detecting multiple motor faults. Additionally, the operating conditions of motors must 

also be taken into consideration. The vibration and current consumption of motors may 

vary from machine to machine as they may need to operate at different torque and 

speed. Supervised models are trained under fixed operating conditions, which means 

they are not dynamic to change. Considering all these issues, supervised fault 

classification systems are barely implementable for real-time fault detection of motors 

in industries. Furthermore, data acquisition and labelling under different conditions 

require considerable manpower, which most companies cannot afford. Thus, fault 

classification systems are still very rare in industries.

It is often forgotten that when it comes to fault classification, anomaly 

detection can also be a technique for finding any possible faults (Vercruyssen et al., 

2018). This technique does not always require users to spend hours labelling their data. 

In fact, it is possible to develop unsupervised anomaly detection techniques. Hence, 

this thesis proposes a real-time unsupervised anomaly detection system for electric 

motors.

To save companies the time to acquire data, the presented system (upon 

implementation) will initially collect current consumption and vibration data from the 

motor for a certain period of time. After that it will autonomously train a long-short 

term memory (LSTM) autoencoder model for pattern recognition autonomously, 

without any manual scripting from operators. The trained model is then used to detect 

anomalies in the present vibration and current consumption data. A rising number of 

anomalies on a regular basis would be indicative of a faulty motor. Such a fault
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detection system would be applicable to a motor without the need to worry about 

variance in load and motor speed.

1.2 Problem Statement

Electric motors are used in every corner of modern-day industries. However, 

their frequent usage tends to lead to unexpected motor failures that may interrupt the 

production cycle and degrade manufacturing profits (Taplak et al., 2016). Motor faults 

come in many forms, from worn out bearings to short circuit faults in stator windings 

(Guo & Liu, 2018). Thus, to avoid unexpected machine downtimes, it is necessary to 

have an intelligent fault diagnosis system that can detect abnormalities at an earlier 

stage. Unfortunately, while many proposed motor fault classification systems have 

shown potential, they are quite impractical and are rarely implemented in industries 

(Lei et al., 2016).

When it comes to training fault classification models, vast data acquisition is 

an inescapable issue. Most of the proposed systems make use of supervised learning 

models, as explained by the works of Altaf et al.(2017), Hendrickx et al. (2020), and 

Song and Shi (2018). They are required to be trained with labelled data collected under 

different motor conditions (both healthy and defective conditions). Data acquisition 

coupled with labelling of the multiple issues that may occur in an industrial motor can 

consume tremendous amounts of time and manpower, something that is unacceptable 

for companies. Furthermore, these techniques are not dynamic as they were trained on 

data collected under a fixed set of operating conditions. For example, a model trained 

on data from a conveyor belt induction motor may not perform well if it is applied to 

another induction motor used in a brushing machine. Reasons for this could be 

variation in load or motor velocity. Training fault detection models under all possible 

conditions is not practical. As a result of such impracticalities, industries still lack 

effective predictive maintenance systems that can carry out real-time fault detection of 

electric motors in industrial machines.
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What many researchers often forget is that a less tedious way to diagnose motor 

faults is to simply use anomaly detection techniques, which may not always require 

users to spend hours labelling the data. In industries, managers only care whether the 

electric motor is working well, they do not care for a specific fault that may occur. 

Therefore, a motor anomaly detection system is enough to account for all faults. 

Unsupervised learning techniques can be used for anomaly detection. The LSTM 

autoencoder technique (which is an unsupervised learning method) proposed in this 

thesis has been applied for detecting anomalies from motor data in the works of 

Principi et al. (2019) and Abdellatif et al. (2019). Although effective, the works did 

not outline a system to deploy the model on industrial machines. Additionally, they 

also did not display how the fault diagnosis model would function under different 

operating conditions. Thus, this thesis presents a real-time unsupervised anomaly 

detection system that deploys an LSTM autoencoder model to detect abnormalities in 

electric motors. Upon implementation, the system collects data for a certain period to 

train the model before deployment. Due to this reason, the system is capable of 

adapting to different operating conditions.

1.3 Research Goal

Electric motors are used in every corner of present-day industries and are 

subjects to various defects. Therefore, the primary goal of this thesis is to design an 

anomaly detection system for electric motors, which can carry out data acquisition, 

and model training and deployment without supervision. Since the system carries out 

anomaly detection, it can also account for multiple motor faults, a shortcoming of most 

proposed predictive maintenance methods, especially the ones proposed by Altaf et 

al.(2017), Hendrickx et al. (2020), and Song and Shi (2018).

The most important step to create any machine learning model is to collect 

data. As a procedure to train and test the proposed system, this project involves 

creating an experimental setup using industrial motors (for this project stepper and 

BLDC motors will be used). The motors are run with different load conditions and 

speed. Vibration and current consumption of the motors is collected under simulated
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conditions from the setup. The data for the anomalous conditions are gathered by 

simulating a motor bearing defect in the setup. Since the motor data plays a crucial 

part in this project, it is necessary to study the current and vibration patterns of the 

stepper and brushless DC motor. The amount of horsepower they provide and the 

maximum rotations per minute (RPM) the motors operate on has been recorded.

The core part of the proposed anomaly detection system is the unsupervised 

LSTM autoencoder model. Without it, the anomaly detection system will be 

ineffective. The model will basically filter anomalies by reconstructing familiar input 

signal patterns. Therefore, a great deal of research is done on LSTM autoencoders to 

determine how good they are at reconstructing time series data. Finally, the anomaly 

detection system is designed such that it is capable of adapting to different motor 

operating conditions. To make that possible, the system is programmed to 

automatically collect data for a period, so that it is able to capture variations in current 

and vibration of the electric motor. Therefore, this project involves a software 

architecture that automates the data collection, training and deployment phase for the 

machine learning model.

1.3.1 Research Objectives

The primary objectives of the research are:

(a) To develop LSTM-based autoencoder models that can detect anomalies by 

analysing the patterns of vibration and current consumption data from electric 

motors.

(b) To design a real-time and unsupervised anomaly detection system that can be 

calibrated or recalibrated to give accurate results based on changing motor 

operating conditions such as different torque and speed.
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(c) To compare the LSTM autoencoder algorithm with other anomaly detection 

techniques for validation purposes and to analyse the performance of each 

method.

(d) To implement an anomaly detection system that enables users to keep track of 

motor fault conditions as determined by the rate of anomalies through a web 

application.

1.4 Research Scope

The entire motor anomaly detection system is made in such a way that it can 

operate autonomously. The system can carry out data acquisition and model training 

automatically without the need of manual scripting from operators. As such, the overall 

anomaly detection system will be unsupervised.

The project proposed in this thesis involves much research regarding anomaly 

detection of motors. For this project, the long-short term memory (LSTM) autoencoder 

technique will be used for pattern recognition. LSTMs can analyse sequential data and 

autoencoders are a type of neural network architecture that can reconstruct familiar 

signal patterns. By using the mean squared error (MSE) between the original signal 

and its reconstructed counterpart as a threshold, it is possible to filter anomalies. As 

part of the scope, in depth research must be carried out on LSTM autoencoders. A 

novel LSTM autoencoder model architecture will be created for this project. The 

model will be trained using the current consumption and vibration data from the motor.

The motor anomaly detection should be applicable to detecting defects in two 

types of electric motors: stepper motor and brushless DC (BLDC) motor. To test the 

effectiveness of the system, an experimental setup is built to accommodate 

experiments for each motor. The setups will be used to simulate motor bearing defects, 

to test whether the anomaly detection system can truly detect faults or not. The 

experimental setups must be made to simulate variance in load conditions as well as
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the velocity of the motor. The specifications of the two motors that will be used in this 

project are displayed in Table 1.1.

Table 1.1: Specifications of motors that will be experimented on.

Motor Type Input

Voltage

(V)

Max

Torque

(N/m)

Max

Current

(A)

Max

Speed

(RPM)

Weight

(kg)

Stepper

Motor

12 V (DC) 400 1.7 300 0.28

BLDC motor 12 V (DC) 1961.33 5.2 3000 1.3

Majority of the code for this project, will be written in Python, since it has the 

most contemporary libraries for machine learning. The code must be written such that 

the system collects data for a certain period of time after the sensors are initially 

connected to a motor. The microcontroller board which will be interfaced with the 

current and accelerometer sensor, should be programmed in C++.

For this project, an LSTM autoencoder model will be trained for pattern 

recognition, so that it may detect anomalies from the current consumption and 

vibration data from the motor. It should, however, be noted that there are other 

algorithms can carry out similar operations like LSTM autoencoders and are applicable 

for anomaly detection. Thus, algorithms such as principal component analysis (PCA), 

and isolation forest can be used for anomaly detection as well. Hence, the LSTM 

autoencoder method will be compared with other techniques.

Last but not least, the anomaly detection system should enable the user to 

remotely monitor the condition of the motor. The user should be able to observe the 

number of anomalies the system detected in the motor. If the condition of the motor 

degrades too far, the user will receive a warning notification to change the motor. For 

this purpose, a simple web application is created to enable remote monitoring of the 

electric motor’s conditions. Aside from this, the system also comes with a PC user 

interface (UI), which eases the use of the anomaly detection system.

7



1.5 Thesis Outline

This document is divided into five chapters. The first chapter includes an 

overall introduction to the requirement of fault diagnosis techniques for industrial 

motors. The vital requirement of a motor fault detection systems are explained under 

the Problem Statement. The sub section also goes in depth about why most of the 

proposed predictive maintenance techniques are not implementable in industries.

The second chapter, Literature Review, includes previous research on fault 

diagnosis of motors. All the algorithms and predictive maintenance techniques 

proposed for motors are described in this section.

The project methodology has been illustrated under Chapter 3, this includes 

the block diagram and flowchart of the anomaly detection system. It also includes 

description of the LSTM autoencoder model. It is also explained how the model is 

used to filter the anomalies. as well as detailed explanations of the experiments that 

have been carried out for the preliminary results. The calculations used to separate the 

abnormal data from the normal ones are shown as well.

The results of conducted experiments are illustrated in Chapter 4. The 

outcomes are also explained in detail. Finally, Chapter 5 provides the conclusion of 

this thesis.

8



REFERENCES

Abdellatif, S., Aissa, C., Hamou, A. A., Chawki, S. and Oussama, B. S. (2019) ‘A 

Deep Learning Based on Sparse Auto-Encoder with MCSA for Broken Rotor 

Bar Fault Detection and Diagnosis’, Proceedings o f 2018 3rd International 

Conference on Electrical Sciences and Technologies in Maghreb, CISTEM

2018, October. https://doi.org/10.1109/CISTEM.2018.8613538.

Albrecht, P. F., Appiarius, J. C., McCoy, R. M., Owen, E. L. and Sharma, D. K. (1986) 

‘Assessment of the Reliability of Motors in Utility Applications - Updated’, 

IEEE Transactions on Energy Conversion, EC-1(1), pp. 39-46. 

https://doi.org/10.1109/TEC.1986.4765668 

Azgomi, H. F. and Poshtan, J. (2013) ‘Induction motor stator fault detection via fuzzy 

logic’, 2013 21st Iranian Conference on Electrical Engineering (ICEE).

Altaf, S., Soomro, M. W. and Mehmood, M. S. (2017) ‘Fault Diagnosis and Detection 

in Industrial Motor Network Environment Using Knowledge-Level Modelling 

Technique’, Modelling and Simulation in Engineering, 2017, 1292190. 

https://doi.org/10.1155/2017/1292190 

Atanasov, N., Zhekov, Z., Grigorov, I. and Alexandrova, M. (2018) ‘Application of 

principal component analysis for fault detection of DC motor parameters’, 

Advances in Intelligent Systems and Computing, 680(December), pp. 312-322. 

https://doi.org/10.1007/978-3-319-68324-9_34 

Barbosa, L., Gomes, G. and Ancelotti, A. (2019) ‘Prediction of temperature- 

frequency-dependent mechanical properties o f composites based on 

thermoplastic liquid resin reinforced with carbon fibers using artificial neural 

networks’, The International Journal o f Advanced Manufacturing Technology, 

105, pp. 1-14. https://doi.org/10.1007/s00170-019-04486-4 

Bajaj, K., Singh, D. K. and Ansari, M. A. (2020) ‘Autoencoders Based Deep Learner 

for Image Denoising’, Procedia Computer Science, 171, pp. 1535-1541. 

https://doi.org/https://doi.org/10.1016/j.procs.2020.04.164 

Bella, Y., Oulmane, A. and Mohammed, M. (2018) ‘Industrial Bearing Fault Detection 

Using Time-Frequency Analysis’, Engineering, Technology & Applied Science 

Research, 8, pp. 3294-3299. https://doi.org/10.48084/etasr.2135

87

https://doi.org/10.1109/CISTEM.2018.8613538
https://doi.org/10.1109/TEC.1986.4765668
https://doi.org/10.1155/2017/1292190
https://doi.org/10.1007/978-3-319-68324-9_34
https://doi.org/10.1007/s00170-019-04486-4
https://doi.org/https://doi.org/10.1016/j.procs.2020.04.164
https://doi.org/10.48084/etasr.2135


Blodt, M., Chabert, M., Regnier, J. and Faucher, J. (2006) ‘Mechanical Load Fault 

Detection in Induction Motors by Stator Current Time-Frequency Analysis’, 

IEEE Transactions on Industry Applications, 42(6), pp. 1454-1463. 

https://doi.org/10.1109/TIA.2006.882631 

Bull, L., Worden, K., Manson, G. and Dervilis, N. (2018) ‘Active learning for semi

supervised structural health monitoring’, Journal o f Sound and Vibration, 437, 

pp. 373-388. https://doi.org/https://doi.org/10.1016/j.jsv.2018.08.040 

Byvatov, E., Fechner, U., Sadowski, J. and Schneider, G. (2003) ‘Comparison of 

Support Vector Machine and Artificial Neural Network Systems for 

Drug/Nondrug Classification’, Journal o f Chemical Information andee 

Computer Sciences, 43, pp. 1882-1889.

Carvalho, D. V, Pereira, E. M. and Cardoso, J. S. (2019) ‘Machine Learning 

Interpretability: A Survey on Methods and Metrics’, Electronics, 8(8). 

https://doi.org/10.3390/electronics8080832 

Cash, M. A., Habetler, T. G. and Kliman, G. B. (1998) ‘Insulation failure prediction 

in AC machines using line-neutral voltages’, IEEE Transactions on Industry 

Applications, 34(6), pp. 1234-1239. https://doi.org/10.1109/28.738983 

Chai, T. and Draxler, R. R. (2014). Root mean square error (RMSE) or mean

absolute error (MAE)? -Arguments against avoiding RMSE in the literature. 

Geoscientific Model Development, 7(3), 1247-1250. 

https://doi.org/10.5194/gmd-7-1247-2014 

Chen, S. and Lipo, T. A. (1998) ‘Bearing currents and shaft voltages of an induction 

motor under hard- and soft-switching inverter excitation’, IEEE Transactions 

on Industry Applications, 34(5), pp. 1042-1048.

Chen, J., Sathe, S., Aggarwal, C. and Turaga, D. (2017) ‘Outlier detection with 

autoencoder ensembles’, SDM, SIAM, pp. 90-98.

Chopade, S. A., Gaikwad, J. A. and Kulkarni, J. V. (2017) ‘Bearing fault detection 

using PCA and Wavelet based envelope analysis’, Proceedings o f the 2016 

2nd International Conference on Applied and Theoretical Computing and 

Communication Technology, ICATccT2016, pp. 248-253. 

https://doi.org/10.1109/ICATCCT.2016.7912002 

Dekhane, A., Djellal, A., Boutebbakh, F. and Lakel, R. (2020) ‘Cooling Fan Combined 

Fault Vibration Analysis Using Convolutional Neural Network Classifier’, 

https://doi.org/10.1145/3386723.3387898

88

https://doi.org/10.1109/TIA.2006.882631
https://doi.org/https://doi.org/10.1016/j.jsv.2018.08.040
https://doi.org/10.3390/electronics8080832
https://doi.org/10.1109/28.738983
https://doi.org/10.5194/gmd-7-1247-2014
https://doi.org/10.1109/ICATCCT.2016.7912002
https://doi.org/10.1145/3386723.3387898


De Santis, R. B. and Costa, M. A. (2020) ‘Extended isolation forests for fault detection 

in small hydroelectric plants’, Sustainability (Switzerland), 12(16), pp. 1-16. 

https://doi .org/10.3390/SU12166421 

Dong, G., Liao, G., Liu, H. and Kuang, G. (2018) ‘A Review of the Autoencoder and 

Its Variants: A Comparative Perspective from Target Recognition in Synthetic- 

Aperture Radar Images’ , IEEE Geoscience and Remote Sensing Magazine, 6, 

pp. 44-68. https://doi.org/10.1109/MGRS.2018.2853555 

Donnell, P. O., Heising, C., Singh, C. and Wells, S. J. (1987) ‘Report of Large Motor 

Reliability Survey of Industrial and Commercial Installations: Part 3’, IEEE 

Transactions on Industry Applications, IA-23(1), pp. 153-158. 

https://doi.org/10.1109/TIA.1987.4504880 

Dwivedi, S. K., Tjarnberg, A., Tegner, J. and Gustafsson, M. (2020). Deriving disease 

modules from the compressed transcriptional space embedded in a deep 

autoencoder. Nature Communications, 11(1). https://doi.org/10.1038/s41467- 

020-14666-6

Dyer, D. and Stewart, R. M. (1978) ‘Detection of Rolling Element Bearing Damage 

by Statistical Vibration Analysis’, Journal o f Mechanical Design, 100(2), pp. 

229-235. https://doi.org/10.1115/L3453905 

Garcia-Guevara, F., Villalobos-Pina, F., Alvarez-Salas, R., Cabal-Yepez, E. and 

Gonzalez, M. (2016) ‘Stator Fault Detection in Induction Motors by 

Autoregressive Modeling’, Mathematical Problems in Engineering, 2016, pp.

1-7. https://doi.org/10.1155/2016/3409756 

Guo, H. and Liu, M. K. (2018) ‘Induction motor faults diagnosis using support 

vector machine to the motor current signature’, Proceedings - 2018 IEEE 

Industrial Cyber-Physical Systems, ICPS 2018, pp. 417-421. 

https://doi.org/10.1109/ICPHYS.2018.8390701 

Glowacz, A. (2018) ‘Acoustic based fault diagnosis of three-phase induction motor’, 

Applied Acoustics, 137(February), 82-89. 

https://doi.org/10.1016Zj.apacoust.2018.03.010 

Gonzalez-Jimenez, D., del-Olmo, J., Poza, J., Garramiola, F. and Sarasola, I. (2021)

‘ Machine Learning-Based Fault Detection and Diagnosis o f Faulty Power 

Connections of Induction Machines’, Energies, 14(16). 

https://doi.org/10.3390/en14164886

89

https://doi
https://doi.org/10.1109/MGRS.2018.2853555
https://doi.org/10.1109/TIA.1987.4504880
https://doi.org/10.1038/s41467-
https://doi.org/10.1115/L3453905
https://doi.org/10.1155/2016/3409756
https://doi.org/10.1109/ICPHYS.2018.8390701
https://doi.org/10.1016Zj.apacoust.2018.03.010
https://doi.org/10.3390/en14164886


Guorui, Z., Xue, G., Minghui, S. and Miao, wu. (2011) ‘Fault Diagnosis of Banana 

Vibration Screen Based on Wavelet Packet Transform’, Measuring 

Technology and Mechatronics Automation, International Conference On, 2, 

190-193. https://doi .org/10.1109/ICMTMA.2011.335 

Ghate, V. and Dudul, S. (2009) ‘Fault diagnosis of three phase induction motor using 

neural network techniques’, Second Int. Conf. on Emerging Trends in 

Engineering and Technology (ICETET), pp. 922-928.

Gryllias, K. and Antoniadis, I. (2012) ‘A Support Vector Machine approach based on 

physical model training for rolling element bearing fault detection in industrial 

environments’, Engineering Applications o f Artificial Intelligence, 25, pp. 

326-344. https://doi.org/10.1016Zj.engappai.2011.09.010 

Hendrickx, K., Meert, W., Mollet, Y., Gyselinck, J., Cornelis, B., Gryllias, K. and 

Davis, J. (2020) ‘A general anomaly detection framework for fleet-based 

condition monitoring of machines’ , Mechanical Systems and Signal 

Processing, 139, 106585.

https://doi.org/https://doi.org/10.1016/j.ymssp.2019.106585 

Huo, Z., Zhang, Y., Francq, P., Shu, L. and Huang, J. (2017) ‘Incipient Fault Diagnosis 

of Roller Bearing Using Optimized Wavelet Transform Based Multi-Speed 

Vibration Signatures’, IEEE Access, 5, pp. 19442-19456.

https://doi .org/10.1109/ACCESS.2017.2661967 

Hur, T., Bang, J., Huynh-The, T., Lee, J., Kim, J. I. and Lee, S. (2018) ‘Iss2Image: A 

Novel Signal-Encoding Technique for CNN-Based Human Activity 

Recognition’, Sensors (Basel), 18(11).

Huang, Y., Chen, C. H. and Huang, C. J. (2019) ‘Motor fault detection and feature 

extraction using rnn-based variational autoencoder’, IEEE Access, 7, pp. 

139086-139096. https://doi.org/10.1109/ACCESS.2019.2940769 

Jiang, H. and Penman, J. (1993) ‘Using Kohonen Feature Maps To Monitor The 

Condition Of Synchronous Generators’, Workshop on Neural Network 

Applications and Tools, pp. 89-94. 

https://doi.org/10.1109/NNAT.1993.586058 

Jiang, C., Chen, Y., Chen, S., Bo, Y., Li, W., Tian, W. and Guo, J. (2019). A mixed 

deep recurrent neural network for MEMS gyroscope noise suppressing. 

Electronics (Switzerland), 8(2), 1 -14. 

https://doi.org/10.3390/electronics8020181

90

https://doi
https://doi.org/10.1016Zj.engappai.2011.09.010
https://doi.org/https://doi.org/10.1016/j.ymssp.2019.106585
https://doi
https://doi.org/10.1109/ACCESS.2019.2940769
https://doi.org/10.1109/NNAT.1993.586058
https://doi.org/10.3390/electronics8020181


Jigyasu, R., Sharma, A., Mathew, L. and Chatterji, S. (2019) ‘A Review of Condition 

Monitoring and Fault Diagnosis Methods for Induction Motor’, Proceedings 

o f the 2nd International Conference on Intelligent Computing and Control 

Systems, ICICCS 2018, June 2018, pp. 1713-1721.

https://doi.org/10.1109/ICCONS.2018.8662833 

Jin, B., Tan, Y., Nettekoven, A., Chen, Y., Topcu, U., Yue, Y. and Sangiovanni- 

Vincentelli, A. (2019) ‘An Encoder-Decoder Based Approach for Anomaly 

Detection with Application in Additive Manufacturing’, 2019 18th IEEE 

International Conference On Machine Learning And Applications (ICMLA), 

pp. 1008-1015.

Junior, A., Silva, V., Rabelo Baccarini, L. and Reis, M. (2014) ‘Three-Phase Induction 

Motors Faults Recognition and Classification Using Neural Networks and 

Response Surface Models’, Journal o f Control, Automation and Electrical 

Systems, 25. https://doi.org/10.1007/s40313-014-0113-y 

Kavana, V. and Neethi, M. (2018) ‘Fault Analysis and Predictive Maintenance of 

Induction Motor Using Machine Learning’, 2018 International Conference 

on Electrical, Electronics, Communication, Computer, and Optimization 

Techniques (ICEECCOT), pp. 963-966. 

https://doi.org/10.1109/ICEECCOT43722.2018.9001543 

Kadri, F., Drid, S., Djeffal, F. and Chrifi-Alaoui, L. (2013) ‘Neural classification 

method in fault detection and diagnosis for voltage source inverter in variable 

speed drive with induction motor’, 2013 8th International Conference and 

Exhibition on Ecological Vehicles and Renewable Energies, EVER 2013, pp.

2-6. https://doi.org/10.1109/EVER.2013.6521549 

Keller, F., Muller, E. and Bohm, K. (2012) ‘HiCS: High Contrast Subspaces for 

Density-Based Outlier Ranking’, 2012 IEEE 28th International Conference on 

Data Engineering, pp. 1037-1048. https://doi.org/10.1109/ICDE.2012.88 

Khan, S. and Yairi, T. (2018) ‘A review on the application of deep learning in system 

health management’, Mechanical Systems and Signal Processing, 107, pp. 

241-265. https://doi.org/https://doi.org/10.1016/j.ymssp.2017.11.024 

Kliman, G. B. and Stein, J. (1990) ‘Induction motor fault detection via passive current 

monitoring’, Proc. Int. Conf. Electrical Machines, Cambridge, pp. 13-17. 

Kliman, G. B., Premerlani, W. J., Koegl, R. A. and Hoeweler, D. (1996) ‘A new

approach to on-line turn fault detection in AC motors’, IAS ’96. Conference

91

https://doi.org/10.1109/ICCONS.2018.8662833
https://doi.org/10.1007/s40313-014-0113-y
https://doi.org/10.1109/ICEECCOT43722.2018.9001543
https://doi.org/10.1109/EVER.2013.6521549
https://doi.org/10.1109/ICDE.2012.88
https://doi.org/https://doi.org/10.1016/j.ymssp.2017.11.024


Record o f the 1996 IEEE Industry Applications Conference Thirty-First IAS 

Annual Meeting, 1, pp. 687-693 vol. 1. 

https://doi.org/10.1109/IAS.1996.557113 

Kompella, K. C. D., Mannam, V. G. R. and Rayapudi, S. R. (2016) ‘DWT based 

bearing fault detection in induction motor using noise cancellation’, Journal o f 

Electrical Systems and Information Technology, 3(3), pp. 411-427. 

https://doi.org/https://doi.org/10.1016/j.jesit.2016.07.002 

Konar, P., & Chattopadhyay, P. (2011) ‘Bearing fault detection of induction motor 

using wavelet and Support Vector Machines (SVMs)’, Appl. Soft Comput., 11, 

pp. 4203-4211. https://doi.org/10.10167j.asoc.2011.03.014 

Kumar, S., Lokesha, M., Kumar, K. and Srinivas, K. R. (2018) ‘Vibration based Fault 

Diagnosis Techniques for Rotating Mechanical Components: Review Paper’, 

IOP Conference Series: Materials Science and Engineering, 376(1). 

https://doi.org/10.1088/1757-899X/376A/012109 

Lara, R., Jimenez-Romero, R., Perez-Hidalgo, F. and Redel-Macias, M. D. (2015)

‘Influence of constructive parameters and power signals on sound quality and 

airborne noise radiated by inverter-fed induction motors’, Measurement, 73, 

pp. 503-514.

https://doi.org/https://doi.org/10.1016/j.measurement.2015.05.049 

Lee, D., Siu, V., Cruz, R. and Yetman, C. (2016) ‘Convolutional Neural Net and 

Bearing Fault Analysis’, International Conference on Data Mining (DMIN). 

Lee, H. H., Dzung, P. Q., Hoa, T. P., Phuong, L. M. and Bac, N. X. (2008) ‘Fault 

detection using ann for four switch three phase inverter fed induction motor 

drive’ , 2008 IEEE International Conference on Sustainable Energy 

Technologies, ICSET2008, 8, pp. 1239-1243. 

https://doi.org/10.1109/ICSET.2008.4747196 

Lee, Y.-S., Nelson, J. K., Scarton, H. A., Teng, D. and Azizi-Ghannad, S. (1994) ‘An 

acoustic diagnostic technique for use with electric machine insulation’, IEEE 

Transactions on Dielectrics and Electrical Insulation, 1(6), pp. 1186-1193. 

https://doi.org/10.1109/94.368645 

Lei, Y., Jia, F., Lin, J., Xing, S. and Ding, S. X. (2016) ‘An Intelligent Fault Diagnosis 

Method Using Unsupervised Feature Learning Towards Mechanical Big Data’, 

IEEE Transactions on Industrial Electronics, 63(5), pp. 3137-3147. 

https://doi.org/10.1109/TIE.2016.2519325

92

https://doi.org/10.1109/IAS.1996.557113
https://doi.org/https://doi.org/10.1016/j.jesit.2016.07.002
https://doi.org/10.10167j.asoc.2011.03.014
https://doi.org/10.1088/1757-899X/376A/012109
https://doi.org/https://doi.org/10.1016/j.measurement.2015.05.049
https://doi.org/10.1109/ICSET.2008.4747196
https://doi.org/10.1109/94.368645
https://doi.org/10.1109/TIE.2016.2519325


Li, C., Liu, S., Zhang, H.-C. and Hu, Y. (2013) ‘Machinery condition prediction based 

on wavelet and support vector machine’, Journal o f Intelligent Manufacturing, 

28, pp. 1725-1729. https://doi.org/10.1109/QR2MSE.2013.6625909 

Liu, D., Yang, B., Zhao, Y. and Sun, J. (2012) ‘Time-frequency analysis based on 

BLDC motor fault detection using Hermite S-method’, CSAE 2012 - 

Proceedings, 2012 IEEE International Conference on Computer Science and 

Automation Engineering, 2, pp. 592-596. 

https://doi.org/10.1109/CSAE.2012.6272841 

Liu, F. T., Ting, K. and Zhou, Z.-H. (2012) ‘Isolation-Based Anomaly Detection’, 

ACM Transactions on Knowledge Discovery From Data - TKDD, 6, pp. 1-39. 

https://doi.org/10.1145/2133360.2133363 

Liu, S., Ji, Z. and Wang, Y. (2020) ‘Improving Anomaly Detection Fusion Method 

of Rotating Machinery Based on ANN and Isolation Forest’, Proceedings - 

2020 International Conference on Computer Vision, Image and Deep 

Learning, CVIDL 2020, Cvidl, pp. 581-584. 

https://doi.org/10.1109/CVIDL51233.2020.00-23 

Magadan, L., Suarez, F. J., Granda, J. C. and Garcia, D. F. (2020) ‘Low-cost real-time 

monitoring of electric motors for the Industry 4.0’, Procedia Manufacturing, 

42, pp. 393-398. https://doi.org/https://doi.org/10.1016/j.promfg.2020.02.057 

Mauricio, A., Freitas, C., Cuenca, J., Gryllias, K., Cornelis, B., Janssens, K. and 

Hendrickx, K. (2017) ‘Condition monitoring of gears under medium rotational 

speed’, 24th International Congress on Sound and Vibration, 8.

Malhotra, P., Ramakrishnan, A., Anand, G., Vig, L., Agarwal, P. and Shroff, G. (2016) 

‘LSTM-based Encoder-Decoder for Multi-sensor Anomaly Detection’, TCS 

Research.

Moghadasian, M., Shakouhi, S. M. and Moosavi, S. S. (2017) ‘Induction motor fault 

diagnosis using ANFIS based on vibration signal spectrum analysis’, 2017 3rd 

International Conference on Frontiers o f Signal Processing (ICFSP), pp. 105

108. https://doi.org/10.1109/ICFSP.2017.8097151 

More, P. and Mishra, P. (2020) ‘Enhanced-PCA based Dimensionality Reduction and 

Feature Selection for Real-Time Network Threat Detection’, Engineering, 

Technology &amp; Applied Science Research, 10(5), pp. 6270-6275. 

https://doi.org/10.48084/etasr.3801

93

https://doi.org/10.1109/QR2MSE.2013.6625909
https://doi.org/10.1109/CSAE.2012.6272841
https://doi.org/10.1145/2133360.2133363
https://doi.org/10.1109/CVIDL51233.2020.00-23
https://doi.org/https://doi.org/10.1016/j.promfg.2020.02.057
https://doi.org/10.1109/ICFSP.2017.8097151
https://doi.org/10.48084/etasr.3801


Mukane, R. V, Gurav, N. M., Sondkar, S. Y. and Fernandes, N. C. (2017) ‘LabVIEW 

Based Implementation of Fuzzy Logic for Vibration Analysis to Identify 

Machinery Faults’, 2017 International Conference on Computing, 

Communication, Control and Automation (ICCUBEA), pp. 1-5.

https://doi .org/10.1109/ICCUBEA.2017.8463707 

Nandi, S., Toliyat, H. A. and Li, X. (2005) ‘Condition Monitoring and Fault Diagnosis 

of Electrical Motors—A Review’, IEEE Transactions on Energy Conversion, 

20(4), pp. 719-729. https://doi.org/10.1109/TEC.2005.847955 

Ozcan, I. H., Devecioglu, O. C., Ince, T., Eren, L. and Askar, M. (2021) ‘Enhanced 

bearing fault detection using multichannel, multilevel 1D CNN classifier’, 

Electrical Engineering. https://doi.org/10.1007/s00202-021-01309-2

Panigrahi, B. K., Ray, P. K., Rout, P. K. and Sahu, S. K. (2017) ‘Detection and location 

of fault in a micro grid using wavelet transform’, 2017 International 

Conference on Circuit ,Power and Computing Technologies (ICCPCT), pp.1- 

5.

Pang, G., Shen, C. and van den Hengel, A. (2019) ‘Deep Anomaly Detection with 

Deviation Networks’, Proceedings o f the 25th ACM SIGKDD International 

Conference on Knowledge Discovery &amp; Data Mining, pp. 353-362. 

https://doi.org/10.1145/3292500.3330871 

Pinedo Sanchez, L., Mercado-Ravell, D. and Carballo-Monsivais, C. (2020). Vibration 

Analysis in Bearings for Failure Prevention using CNN.

Principi, E., Rossetti, D., Squartini, S. and Piazza, F. (2019) ‘Unsupervised electric 

motor fault detection by using deep autoencoders’, IEEE/CAA Journal o f 

Automatica Sinica, 6(2), pp. 441-451. 

https://doi.org/10.1109/JAS.2019.1911393 

Pol, A., Azzolini, V., Cerminara, G., Guio, F., Franzoni, G., Pierini, M., Siroky, F. 

and Vlimant, J.-R. (2019) ‘Anomaly detection using Deep Autoencoders for 

the assessment of the quality of the data acquired by the CMS experiment’, 

EPJ Web o f Conferences, 214, 6008. 

https://doi.org/10.1051/epjconf/201921406008 

Purarjomandlangrudi, A., Ghapanchi, A. and Esmalifalak, M. (2014) ‘A data mining 

approach for fault diagnosis: An application of anomaly detection algorithm’, 

Measurement, 55, pp. 343-352.

94

https://doi
https://doi.org/10.1109/TEC.2005.847955
https://doi.org/10.1007/s00202-021-01309-2
https://doi.org/10.1145/3292500.3330871
https://doi.org/10.1109/JAS.2019.1911393
https://doi.org/10.1051/epjconf/201921406008


Rahman, M. K. M., Azam, T. and Saha, S. K. (2010) ‘Motor fault detection using 

vibration patterns’, ICECE 2010 - 6th International Conference on Electrical 

and Computer Engineering, December, pp. 486-489.

https://doi.org/10.1109/ICELCE.2010.5700735 

Ruiz-Gonzalez, R., Gomez-Gil, J., Gomez-Gil, F. J. and Martinez-Martinez, V. (2014) 

‘An SVM-Based Classifier for Estimating the State o f Various Rotating 

Components in Agro-Industrial Machinery with a Vibration Signal Acquired 

from a Single Point on the Machine Chassis’, Sensors, 14(11), pp. 20713

20735. https://doi.org/10.3390/s141120713 

Ruff, L., Gornitz, N., Deecke, L., Siddiqui, S. A., Vandermeulen, R., Binder, A., 

Muller, E. and Kloft, M. (2018) ‘Deep One-class Classification’, International 

Council o f Machinery Lubrication, 14, pp. 4390-4399.

Ribeiro, Jr. R. F., Almeida, F. A. and Gomes, F. G. (2020) ‘Fault classification in 

three-phase motors based on vibraiton signal analysis and artificial neural 

networks’, Neural Computing and Applications, 32, pp. 15171-15189. 

Samanta, S., Bera, J. N. and Sarkar, G. (2016) ‘KNN based fault diagnosis system for 

induction motor’, 2016 2nd International Conference on Control, 

Instrumentation, Energy Communication (CIEC), pp. 304-308. 

https://doi.org/10.1109/CIEC.2016.7513791 

S.Deore, K. and A. Khandekar, M. (2014) ‘Bearing Fault Detection in Induction Motor 

Using Time Domain Analysis’, International Journal o f Advanced Research 

in Electrical, Electronics and Instrumentation Engineering, 3(7), pp. 10702

10707. https://doi.org/10.15662/ijareeie.2014.0307059 

Sanchez, L. A. P., Ravell, D. A. M. and Monsivais, C. A. C. (2020) ‘Vibration Analysis 

in Bearings for Failure Prevention using CNN’, Electrical Engineering and 

System Science: Audio and Speech Processing).

Senanayaka, J. S. L., Kandukuri, S. T., Khang, H. Van. and Robbersmyr, K. G. (2017) 

‘Early detection and classification of bearing faults using support vector 

machine algorithm’, 2017 IEEE Workshop on Electrical Machines Design, 

Control and Diagnosis (WEMDCD), pp. 250-255. 

https://doi.org/10.1109/WEMDCD.2017.7947755 

Schlegl, T., Seebock, P., Waldstein, S. M., Schmidt-Erfurth, U. and Langs, G. (2017) 

‘ Unsupervised Anomaly Detection with Generative Adversarial Networks

95

https://doi.org/10.1109/ICELCE.2010.5700735
https://doi.org/10.3390/s141120713
https://doi.org/10.1109/CIEC.2016.7513791
https://doi.org/10.15662/ijareeie.2014.0307059
https://doi.org/10.1109/WEMDCD.2017.7947755


Guide Marker Discovery’, Niethammer M. et al. (eds) Information Processing 

in Medical Imaging, 10265, pp 146-157.

Shabbir, N., Kutt, L., Asad, B., Jawad, M., Iqbal, M. N. and Daniel, K. (2021) 

‘Spectrum analysis for condition monitoring and fault diagnosis of ventilation 

motor: A case study’, Energies, 14(7), pp. 1-16.

https://doi .org/10.3390/en14072001 

Shao, S., Yan, R., Lu, Y., Wang, P. and Gao, R. X. (2020) ‘DCNN-Based multi

signal induction motor fault diagnosis’, IEEE Transactions on 

Instrumentation and Measurement, 69(6), pp. 2658-2669. 

https://doi.org/10.1109/TIM.2019.2925247 

Siddique, A., Yadava, G. S. and Singh, B. (2005) ‘A review of stator fault monitoring 

techniques of induction motors’ , IEEE Transactions on Energy Conversion, 

20(1), pp. 106-114. https://doi.org/10.1109/TEC.2004.837304 

Singh, G., Anil Kumar, T. C. and Naikan, V. N. A. (2016) ‘Induction motor inter

turn fault detection using infrared thermographic analysis’, Infrared Physics 

& Technology, 77, pp. 277-282.

https://doi.org/https://doi.org/10.1016/j.infrared.2016.06.010 

Skylvik, A. J., Robbersmyr, K. G. and Khang, H. Van. (2019) ‘Data-driven Fault 

Diagnosis of Induction Motors Using a Stacked Autoencoder Network’, 2019 

22nd International Conference on Electrical Machines and Systems, ICEMS

2019, pp. 5-10. https://doi.org/10.1109/ICEMS.2019.8921738 

Sobie, C., Freitas, C. and Nicolai, M. (2018) ‘Simulation-driven machine learning: 

Bearing fault classification’ , Mechanical Systems and Signal Processing, 99, 

pp. 403-419.

Song, B. and Shi, H. (2018) ‘Fault Detection and Classification Using Quality- 

Supervised Double-Layer Method’ , IEEE Transactions on Industrial 

Electronics, 65(10), pp. 8163-8172. 

https://doi .org/10.1109/TIE.2018.2801804 

Taplak, H., Kurt, E. and Parlak, M. (2016) ‘Fault Diagnosis For Exhaust Fan Using 

Experimental Predictive Maintenance Method’ , The International Journal o f 

Acoustics and Vibration, 21, pp. 274-280. 

https://doi.org/10.20855/ijav.2016.21.3421 

Tan, Y., Jin, B., Nettekoven, A., Chen, Y., Yue, Y., Topcu, U. and Sangiovanni- 

Vincentelli, A. (2019) ‘An Encoder-Decoder Based Approach for Anomaly

96

https://doi
https://doi.org/10.1109/TIM.2019.2925247
https://doi.org/10.1109/TEC.2004.837304
https://doi.org/https://doi.org/10.1016/j.infrared.2016.06.010
https://doi.org/10.1109/ICEMS.2019.8921738
https://doi
https://doi.org/10.20855/ijav.2016.21.3421


Detection with Application in Additive Manufacturing’, 2019 18th IEEE 

International Conference On Machine Learning And Applications (ICMLA) , 

pp. 1008-1015. https://doi.org/10.1109/ICMLA.2019.00171 

Tian, Y., Guo, D., Zhang, K., Jia, L., Qiao, H. and Tang, H. (2018) ‘A Review of 

Fault Diagnosis for Traction Induction Motor’, 2018 37th Chinese Control 

Conference (CCC), pp. 5763-5768. 

https://doi.org/10.23919/ChiCC.2018.8484044 

Tran, K. P., Nguyen, H. D. and Thomassey, S. (2019) ‘Anomaly detection using Long 

Short Term Memory Networks and its applicantions in Supply Chain 

Management’, IFAC-PapersOnLine, 52(13), pp. 2408-2412.

Thomson, W. and Gilmore, R. J. (2003) ‘Motor Current Signature Analysis To Detect 

Faults In Induction Motor Drives’, Fundamentals, Data Interpretation, and 

Industrial Case Histories.

Unal, M., Onat, M., Demetgul, M. and Kucuk, H. (2014) ‘Fault diagnosis of rolling 

bearings using a genetic algorithm optimized neural network’ , Measurement, 

58, pp. 187-196.

https://doi.org/https://doi.org/10.1016/j.measurement.2014.08.041 

Vercruyssen, V., Meert, W., Verbruggen, G., Maes, K., Baumer, R. and Davis, J. 

(2018) ‘Semi-Supervised Anomaly Detection with an Application to Water 

Analytics’, 2018 IEEE International Conference on Data Mining (ICDM), pp. 

527-536. https://doi.org/10.1109/ICDM.2018.00068 

Wahab, A. A., Abdullah, N. F. and Rasid, M. A. H. (2018) ‘Mechanical Fault 

Detection on Electrical Machine: Thermal Analysis o f Small Brushed DC 

Motor with Faulty Bearing’, MATEC Web o f Conferences, 225, pp. 0-5. 

https://doi.org/10.1051/matecconf/201822505012 

Ward, D. M. (1986) ‘Monitoring generators and large motors’, IEE Proceedings B 

(Electric Power Applications), 133(3), 169-180(11). https://digital-

library.theiet.org/content/journals/10.1049/ip-b.1986.0024 

Wang, R., Feng, Z., Huang, S., Fang, X. and Wang, J. (2020) ‘Research on voltage 

waveform fault detection of miniature vibration motor based on improved WP- 

LSTM’, Micromachines, 11(8). https://doi.org/10.3390/MI11080753 

Willmott, C. and Matsuura, K. (2005). Advantages of the mean absolute error (MAE) 

over the root mean square error (RMSE) in assessing average model 

performance. Climate Research, 30, 79-82. https://doi.org/10.3354/cr030079

97

https://doi.org/10.1109/ICMLA.2019.00171
https://doi.org/10.23919/ChiCC.2018.8484044
https://doi.org/https://doi.org/10.1016/j.measurement.2014.08.041
https://doi.org/10.1109/ICDM.2018.00068
https://doi.org/10.1051/matecconf/201822505012
https://digital-
https://doi.org/10.3390/MI11080753
https://doi.org/10.3354/cr030079


Worden, K., Staszewski, W. J. and Hensman, J. J. (2011) ‘Natural computing for

mechanical systems research: A tutorial overview’, Mechanical Systems and 

Signal Processing, 25(1), 4-111.

https://doi.org/https://doi.org/10.1016/j.ymssp.2010.07.013 

Xiao, L., Zhang, Y. and Peng, G. (2018) ‘Landslide Susceptibility Assessment Using 

Integrated Deep Learning Algorithm along the China-Nepal Highway’, 

Sensors, 18(12). https://doi.org/10.3390/s18124436 

Yang, Y., Wu, W. and Sun, L. (2017) ‘Prediction of Mechanical Equipment Vibration 

Trend Using Autoregressive Integrated Moving Average Model’, International 

Congree on Image and Signal Processing, BioMedical Engineering and 

Informatics.

Yang, R., Singh, S. K., Tavakkoli, M., Amiri, N., Yang, Y., Karami, M. A. and Rai, 

R. (2020) ‘CNN-LSTM deep learning architecture for computer vision-based 

modal frequency detection’, Mechanical Systems and Signal Processing, 144, 

106885. https://doi.org/https://doi.org/10.1016/j.ymssp.2020.106885 

Yang, Y. and Yu, T. (2017) ‘An Adaptive Spectral Kurtosis Method Based on Optimal 

Filter’, Shock and Vibration, 2017. https://doi.org/10.1155/2017/6987250 

Yang, T., Pen, H., Wang, Z. and Chang, C. S. (2016) ‘Feature Knowledge Based Fault 

Detection of Induction Motors Through the Analysis of Stator Current Data’, 

IEEE Transactions on Instrumentation and Measurement, 65(3), pp. 549-558. 

Zarei, J., Tajeddini, M. A. and Karimi, H. R. (2014) ‘Vibration analysis for bearing 

fault detection and classification using an intelligent filter’, Mechatronics, 

24(2), pp. 151-157.

https://doi.org/https://doi.org/10.1016/j.mechatronics.2014.01.003 

Zhao, B., Lu, H., Chen, S., Liu, J. and Wu, D. (2017) ‘Convolutional neural networks 

for time series classification’, Journal o f Systems Engineering and Electronics, 

28(1), pp. 162-169. https://doi.org/10.21629/JSEE.2017.01.18 

Zhang, K., Kang, X. and Li, S. (2019) ‘Isolation Forest For Anomaly Detection in 

Hyperspectral Images’ , College o f Electrical and Information Engineering, 

Hunan University , Changsha , China. pp. 437-440.

Zhou, C. and Paffenroth, R. (2017) ‘Anomaly Detection with Robust Deep 

Autoencoders’, https://doi.org/10.1145/3097983.309805

98

https://doi.org/https://doi.org/10.1016/j.ymssp.2010.07.013
https://doi.org/10.3390/s18124436
https://doi.org/https://doi.org/10.1016/j.ymssp.2020.106885
https://doi.org/10.1155/2017/6987250
https://doi.org/https://doi.org/10.1016/j.mechatronics.2014.01.003
https://doi.org/10.21629/JSEE.2017.01.18
https://doi.org/10.1145/3097983.309805

