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ABSTRACT 

This study estimates panel data models of industrial output by means of fixed 

effects, time fixed effects, random effects and pooled panel data models. The models 

are specified for the main data set which includes all available countries and subsets 

of countries according to income levels i.e. low income countries, lower middle 

income countries, upper middle income countries and high income countries. 

Hausman tests reveal that fixed effects model is appropriate for all countries model, 

low income countries and upper middle income countries. Meanwhile, fixed time 

effects model is appropriate for high income countries and Chow stability test reveals 

that pooled panel data model is appropriate for lower middle income countries. 

Diagnostic analyses of estimated models indicate that all models suffer from the 

problems of cross sectional dependence, non-constant variances and serially correlated 

errors. As such, this study applies robust standard error estimators and derives its final 

conclusions based on the most reliable results. Based on robust fixed effects model, 

household consumption, government consumption and money supply are statistically 

significant regressors for the global economy’s industrial output. Meanwhile, 

government consumption, money supply, interest rate and trade openness are 

statistically significant regressors for industrial output in low income countries. Based 

on robust pooled panel data model, all regressors are statistically significant for lower 

middle income countries. Robust fixed effects model of industrial output for upper 

middle income countries reveal that household consumption, government 

consumption, money supply and inflation are statistically significant. While the 

regressors that are statistically significant for industrial output in high income 

countries based on robust time fixed effects model are household consumption, 

government consumption, factor years of 2009 and 2010.  
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ABSTRAK 

Kajian ini mengukur pengeluaran industri dengan kaedah  model statistik kesan 

tetap, kesan tetap masa, kesan rambang dan gabungan. Model dispesifikasikan untuk 

pengeluaran industri global secara keseluruhan dan mengikut klasifikasi negara 

berdasarkan pendapatan iaitu negara berpendapatan rendah, rendah sederhana, tinggi 

sederhana dan tinggi. Model kesan tetap sesuai untuk negara data set keseluruhan, data 

negara berpendapatan rendah dan tinggi sederhana. Manakala model kesan tetap masa 

sesuai untuk negara berpendapatan tinggi dan model gabungan sesuai untuk negara 

berpendapatan rendah sederhana. Ujian diagnostik menunjukkan bahawa semua 

model mengalami masalah terma sampingan. Untuk mengatasi masalah tersebut, 

kaedah pengukuran model yang lebih tepat telah digunakan. Berdasarkan kaedah 

tersebut, perbelanjaan isi rumah, perbelanjaan kerajaan dan penawaran wang adalah 

faktor penting dalam menentukan pengeluaran industri global. Manakala, perbelanjaan 

kerajaan, penawaran wang, kadar bunga dan keterbukaan perdagangan adalah faktor 

penting untuk negara berpendapatan rendah. Semua faktor adalah penting untuk 

pengeluaran industri berpendapatan rendah sederhana. perbelanjaan isi rumah, 

perbelanjaan kerajaan, penawaran wang dan inflasi adalah faktor penting untuk 

pengeluaran industri negara berpendapatan tinggi sederhana. Manakala faktor penting 

untuk pengeluaran industri untuk negara berpendapatan tinggi adalah perbelanjaan isi 

rumah, perbelanjaan kerajaan, faktor tahun 2009 dan 2010.  
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CHAPTER 1  

 

 

INTRODUCTION 

1.1 Statistical Modelling 

Humanity has long recognized that information, that is neglected and allowed 

to lapse without proper systematic treatment represents untold loss in potential. 

Ancient civilisations kept records that enabled them to study historical data and 

disseminate valuable insights derived from  scrutinizing information. The cuneiform 

for instance, was used in 3500 BC by the Sumerians in the Mesopotamian civilisation 

to keep records of items and transactions.  This systematic approach in documenting 

economic activities had enabled the society to build upon progress made by their 

predecessors and continue to thrive and turn into one of the most successful 

civilisations in the ancient world. This historical evidence reflecting the fact that 

society’s ability to store information and learn from history is crucial for progress, 

finds its parallel in the modern world. The Cancer Moonshot program for instance, 

which was launched in the Unites States (U.S.) aimed to generate great strides by 

halving the time it takes to reach the next milestone in cancer research. This would 

only be possible by building upon existing data which documents patient’s responses 

to specific treatments. Indeed, this systematic treatment of data gathered from 

hospitals, research institutions and public health authorities and integrated into a 

comprehensive system has the potential to ultimately develop cure for cancer (Lebied, 

2018).  

Abundance of data coupled with advancements in computational technology 

has enabled data scientists and statisticians to discern underlying relational nexus from 

anecdotal correlations. Although modern statistics in its early form which involves 

systematic collection of demographic and economic data could be traced back to the 

18th century, it was not until the early 19th century that formal considerations of 

probability and statistical inference became the forefront of statistical practice. This 
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formalisation of probability model into statistical investigation finds its applications 

in physical science though the study of thermodynamics and statistical mechanics as 

well as in social sciences though the study of econometrics–an integrated study of 

economic data and statistical modelling. A general regression model that illustrates 

modelling of economic data may be presented by a univariate regressions modelling 

as found in Pollock (2014). The model consists of a dependent variable also known as 

regressand denoted as  where in the case of the model presented by Pollock (2014) it 

is expenditure. The independent variable or also known as the regressor  is income. 

The model consists of an intercept parameter donated as  and a slope parameter 

denoted as  and a random variable, . The subscript  represents the  individual. 

Such specification attempts to describe the underlying structure that describes the 

relationship between an individual’s income and consumption expenditure. The 

parameter  captures the induced change in expenditure,  as income,  changes by 

one unit. The parameter  is the intercept term that describes the portion of 

expenditure that is autonomously determined while  is the random structure of the 

model which is not captured by regressor . Such model allows statisticians to infer 

on individual’s expenditure pattern based on their income. This inference holds given 

that certain assumptions on the random variable  are met. These assumptions are: 

(a)  are independently distributed. 

(b) Expected value of random variables, .  

(c) Constant variance of error terms, . 

These assumptions ensure that sound inferences could be made on the 

relationship between regressor and regressand. For instance, given that assumptions 

(i), (ii) and (iii) are met, a statistician may infer that a unit increase in individual’s 

income will induce a  increase in an individual’s expenditure.  

Notice that the model specified above captures the underlying structure 

between regressor and regressand by observing structural innovations across 

individuals. Such model is referred to as cross-sectional model. Another way of 

describing structural nexus between income and expenditure would be by expressing 
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the regressor as  to represent expenditure,  to represent income,  and  are the 

analogous parameters and  is random variable. The subscript  represents period of 

observation. A crucial difference between the two specification is that the former 

captures structural relationship across individuals while the latter captures structural 

relationship across time for one individual. As such, inference made by specification 

in the former model may be generalized for all individuals in the given sample. 

Meanwhile, inference made by the latter model which is known as time series model 

may only apply to the one individual estimated by the model. The time series model 

is useful however, in predicting how changes in an individual’s future income may 

affect his expenditure pattern in the future. 

It is clear that both aforementioned models are useful in specific settings, while 

inheriting certain drawbacks. A pure cross-sectional model is unable to be used to 

predict future movements of regressand as it is only able to capture heterogeneity 

across individuals. Meanwhile, a pure time series model may not be generalized to 

infer on other individuals as it only captures heterogeneity across time dimension. It is 

against this backdrop, that the first panel data method was introduced by Airy in 1861 

in their analysis of human hereditary (Nerlove, 2002). A panel data model is defined 

as a statistical model that involves observations of multiple cross sections over time. 

The model is estimated by taking into account structural nexus across individuals and 

time dimension. As noted by Nerlove (2002), such specification yields at least three 

benefits. First, it allows greater utilisation of data. Second, since panel data are 

commonly not as aggregated as pure times series data, panel data analysis allows 

greater excursion into the dynamics between variables in the model. Third, panel data 

allows a statistician to explicitly model the random variable itself as a component 

common to all individuals at a specific period and as a component that is invariable 

across time. This is a crucial advantage as random variables are often argued to include 

the effects of omitted variable and that they may be correlated to some of the included 

regressors in non-panel model setup. Thus, scientists are able to systematically study 

individual heterogeneity, in ways which are not possible in pure cross section and time 

series model specifications.  
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1.2 Industrial Output 

This section lays out the justification for considering industrial output as a 

measurement of aggregate productive capacity of countries. In particular, it will justify 

the use of a specific definition of industrial output as outlined by the United Nations. 

Additionally, all of the data cited in this dissertation are obtained from World Bank’s 

data base. This ensures consistency in measurement and data definition.  

Earlier works in macroeconomic modelling focused on Gross Domestic 

Product (GDP) as a proxy for economic growth. Technically, GDP is defined as the 

total value of production of all resident producing units of a country in a specified 

period, before deducting allowances for consumption of fixed capital (Department of 

Statistics Malaysia, 2019). The use of GDP has proved sufficient as evident in the vast 

body of macroeconomic models. However, there are some drawbacks associated with 

adopting GDP as a measure of national output. As modern economies transformed and 

underwent significant structural changes, GDP has become increasingly broad and 

surprisingly inaccurate. This is evident as countries are not immune to constant 

revisions to GDP figures as new methods and elements are introduced in its 

calculation. This fact coupled with the objective of this research, which among others 

includes investigating the determinants of industrial economic activities, it would be 

reasonable to instead, use a proxy other than GDP.  

The modern economy is no longer dominated by the production of physical 

items as found in the agriculture, manufacturing and mining industries. As an economy 

transitions from a lower income to a higher income economy, it would be less 

dependent on the production of physical items and more dependent on non-intangible 

services industries. In fact, this trend holds true at a more general level where world 

production in manufacturing is being supplanted by services industries. This shift in 

structural composition of world output is reflected in Figure 1.1.  

Value added is the net output of a sector after adding up all outputs and 

subtracting intermediate inputs. It is calculated without making deductions for 

depreciation of fabricated assets or depletion and degradation of natural resources. The 
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origin of value added is determined by the International Standard Industrial 

Classification (ISIC), Revision 4, which is a document released by the United Nations. 

The value added of the manufacturing industries for instance, would include the value 

of edible palm oil produced by cooking oil manufacturers less the value of crude palm 

oil bought from palm oil extraction producers. Similar definition applies in the services 

industry. Figure 1.1 highlights several interesting features. First, from 1997 up to 2016, 

services value added as a percentage of GDP ranges from 60% to 65% while 

manufacturing value added as a percentage of GDP ranges from 15% to 18%. Second, 

there is an upward trend for services value added and a downward trend for 

manufacturing value added. However, it is worth noting that the variability of services 

value added is greater than that of the manufacturing industries. This observation stems 

from the fact that services value added includes a diverse set of industries ranging from 

financial and banking industry to real estate services. Technically, services value 

added includes the output value of industries listed under the range of division 50 to 

99 in the United Nation’s (UN) ISIC Revision 4. Meanwhile, manufacturing value 

added is composed of a relatively limited scope of industries ranging from division 15 

to 37 in the ISIC (United Nations, 2008).  

Another salient feature of Figure 1.1 is that there seems to be a repelling factor 

between manufacturing and services value added. As manufacturing value added as a 

percentage of GDP declined from 17.5% in 1997 to 15.8% in 2003, services value 

added as a percentage of GDP increased from 61.7% in 1997 to 64.0% in 2003. Similar 

repelling pattern could be seen from 2003 to 2010, after which the two series seemed 

to briefly move in sync  before continuing a repelling pattern. This negative 

relationship between manufacturing and services as a percentage of GDP stems from 

the fact that increased prevalence of one sector is bound to lead to decline in the other 

sectors of the economy when expressed as a component of GDP. What this trade-off 

depicted in Figure 1.1 signifies is the structural change of the economy, where as 

aggregate output increases, the economy will increasingly be composed of services i.e. 

the third sector of the economy. 
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Figure 1.1 Services and Manufacturing Value Added (as a % of GDP) 

 

  Although at a superficial level, it may be argued that in order to capture 

economic activities more accurately, a researcher would take into account of value 

added in services, considering the extent of its contribution to GDP. However, this 

argument would ignore that composition of services. Note that this research utilizes 

the standard ISIC definition of services. As such, it would include value added 

provided by governments such as financial services by central banks (division 64: 

6411), public administration and defence (division 84), education (division 85) and 

health services (division 86). Government expenditure may either be is procyclical, 

where government increases expenditure during economic boom and reduces 

expenditure during recession, or countercyclical where government reduces 

expenditure during economic boom and increases expenditure during recession. 

Which type of government expenditure pattern persists in the economy depends on 

public policy ideology, which in turn varies by countries. Hence it follows that value 

added generated by public sector’s activities include these variabilities. Since it is not 

the intention of this research to investigate the determinants of procyclicality and 

countercyclicality of value added activities, we argue against using services value 

added as a proxy.  

Another reason against using services value added to capture economic 

productivity is the nature of activities in the services industries. Among the items 
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included in ISIC category of services is creative arts industries such as theatrical 

performances, opera, concerts, dance and other on-stage performances (division 

90:9000). Although these are indeed value-creating activities and should be 

recognized, scientific investigation on aggregate output that includes such activities 

has the potential to inflate the actual productive potential of the economy. Since this 

research intends to focus on industrial production, it would be inaccurate to even 

consider GDP as it includes services value added which in turn includes activities such 

as those specified in division 90 of UN’s ISIC specification (United Nations, 2008).  

The obvious alternative consideration in capturing industrial economic 

activities is industrial value added. The manufacturing data (division 15 to 37) 

presented in Figure 1.1 is meant as an example to juxtapose against services to serve 

as a backdrop for the value added composition of economies. However, industrial 

value added definition may be extended to capture a broader range of industrial 

activities. This would enable this research to cater to a broader scope of the industrial 

sector, while alienating the direct impact of public policies and other value-creating 

but non-productive activities. Following World Bank’s categorization of industrial 

output, this dissertation considers divisions 10 to 45 of ISIC’s classification, which 

includes manufacturing (ISIC divisions 15 to 37). It also comprises value added in 

mining, manufacturing (also reported as a separate subgroup), construction, electricity, 

water, and gas (United Nations, 2008).  

1.3 Key Macroeconomic Variables’ Interaction with Industrial Output 

This section provides preliminary justification for the regressors considered in 

this dissertation. Data trends are examined which will be used to form arguments 

presented in section 1.4. Discussions in sections 2.3 and 3.2 will provide more 

justification for the regressors.  

Formal investigation on industrial production could be traced back to a public 

funded research initiated by Burns (1934), which studied trends of industrial 

production in the U.S. since 1870. The research documented trends exhibited by 
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various industries in the U.S. while attempting to form generalizations on industrial 

patterns. Burns (1934) posited that industrial growth undergoes a process he termed as 

retardation. The retardation of industrial growth refers to a phenomenon where 

industrial output tends to increase and accelerate in the early years of industrialization. 

After a certain period of accelerated growth, which varies according to different 

industries, industrial output increases at a decelerated pace before undergoing a slow 

decline. Within the context of inter-industry linkages, Burns (1934) attributed this 

retardation process to technological progress in a competing industry. 

Scientific investigations on industrial production started in the 1930s through 

the works of such pioneers as Simon S. Kuznets (Gold, 1964). Since then, numerous 

researches have been conducted to better understand the behavior of industrial 

production. Unlike governments, of which productivity behavior is dependent on 

rather predictable factors as elections, economic cycle and budget constraints, 

industrial output exhibits greater variability. Moreover, establishing a comprehensive 

model that explains industrial output behavior has been at the forefront of early 

economic modelling works. A basic model that explains aggregate industrial 

production may be found in Boschini (2006). The model specifies a two sector 

economy one of which is a traditional low skilled sector and the other is a high skill 

intensive sector. In this simple two sector economy, it could be inferred that variations 

in aggregate industrial output is influenced by investment expenditure and government 

expenditure. Extending this explanation to empirical evidence, however, is non-trivial. 

Figure 1.2 reveals that both industrial output and government consumption at constant 

2010 US$ exhibit upward trends. In part, this could be driven by increase in demand 

which is mainly attributed to population growth. This research however is mainly 

interested in investigating the determinants of industrial output. Despite the theoretical 

model found in Boschini (2006) positing a relationship between government 

consumption with industrial output,  we find evidence that the two series do not always 

move in line with each other. In 2009 for instance, despite increment in government 

consumption, world industrial output decreased. Moreover, despite exhibiting a 

relatively constant growth rate from 2000 to 2008, industrial output grew at a 

decelerated pace during the same period. Thus, this superficial examination of data 

indicate that at the very least, that the relationship between industrial output and 

government consumption are not robust. Further investigation between the two series 
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is warranted. Note that both industrial output and government consumption are 

measured at constant 2010 US$ to eliminate the effects of changes in price levels.  

 

Figure 1.2 Government Consumption and Industrial Output 

 

 Extending similar arguments for other determinants of industrial output, it 

could be demonstrated empirically that a systematic examination is in order. As will 

be discussed in chapter 2 in greater detail, industrial output could be theoretically 

explained by household consumption, inflation rate, interest rate, money supply and 

trade openness.  

 

Figure 1.3 Household Consumption and Industrial Output 
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Similar to government consumption, household consumption at constant 2010 

US$ exhibits an upward trend, generally moving with industrial output, as seen in 

Figure 1.3.  It could be argued that household consumption is a particularly influential 

macroeconomic determinant of industrial output as it represents the demand factor in 

the economy. A strong demand for consumption of industrial products from household 

would stimulate industrial output which represents supply in the macroeconomic 

setting (Solow, 1956). A systematic study on the relationship between household 

consumption and industrial output is therefore justified, on the basis on data 

observation and argument. Note household consumption is measured at constant 2010 

US$ to eliminate the effects of changes in price levels. 

Theoretical models such as those in Pokrovskii and Schinckus (2016) shows 

that there is a connection between money and output. Growth in money supply 

increases liquidity at the aggregate level. This increased liquidity stimulates business 

activities and expands aggregate production. Moreover, empirical investigations on 

national level reveal a bidirectional causal relationship between money supply and 

output (Wang et al., 2014). Thus, increase in money supply stimulates output growth 

which in turn further stimulates growth in money. A superficial examination of money 

supply and industrial output data as in Figure 1.4 however raises the extent of which 

this relationship holds.  

Generally, both money supply and industrial output exhibit upward trends. 

However, closer inspection of data reveals several points where the two series seem to 

move out of line from each other. For instance, in spite of increase in money supply in 

2009, industrial output declined. In 1996, industrial output continued on an upward 

trend despite fall in money supply. These observations raises questions on the 

robustness of the relationship between money supply and industrial output, 

particularly on a global and regional level. Note that in this discussion, we observed 

money supply as a percentage of GDP. This is merely to provide a context in out 

discussion on the relationship between industrial output and money. Analytical 

procedures in chapter 4 however, will utilize money supply expressed in domestic 

currencies.  
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Figure 1.4 Money Supply and Industrial Output 

 

 Inflation rate is defined as increase in general price level, measured by the 

consumer price index (CPI). According to the monetarist view, inflation is related to 

quantity of money. The relationship between money and price level could be described 

by the quantity theory of money (Pokrovskii and Schinckus, 2016). The theory states 

that the product of money supply or the quantity of money in circulation denoted by 

 and the velocity of money denoted by  which measures the number of times a unit 

of money is used for transaction in a specified time period is proportional to the general 

price level denoted by , which is captured by CPI and aggregate income level denoted 

by .  The quantity theory of money posits a positive relationship between money 

supply and general price level. Hence, an increase in money supply,  would induce 

increase in general price level, , which technically defines inflation. However, this 

monetarist view of ascribing inflation solely to money supply is simplistic. In reality, 

inflation is influenced by a host of other factors. This includes increase in cost of 

intermediate goods, increase in oil price, increase in demand which in turn may be due 

to increase in income or population. Thus, with regard to its relationship with industrial 

output, the quantity of money in circulation could be decoupled from inflation rate. 

Therefore, it is justifiable to examine the effects of inflation on industrial output 

alongside money supply. 
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Figure 1.5 Inflation Rate and Industrial Output 

 

 Unlike industrial output, inflation rate exhibits greater variability. One obvious 

reason is that inflation rate is measured as percentage change over year, which is the 

definition of annual inflation. However, it is the intention of this research to show the 

effects of price changes on industrial output behaviour. For instance, inflation rate in 

2001 is 3.99%, which is higher compared to inflation rate in 2000 which is 3.5%. This 

means that prices in 2001 increased at a higher rate compared to 2000. Concurrently, 

it could be observed in Figure 1.5 that industrial output fell in 2001. This decline in 

industrial output could be an effect of higher rate of general price level increment. It 

is in capturing these dynamics between industrial output and inflation that this research 

intends to achieve by including inflation rate in this dissertation’s consideration.  

 Theoretical economic models posit that trade generally have a positive impact 

on national output growth. Grossman and Helpman (2018) for instance, showed in an 

equilibrium modelling that the aggregate output equilibrium for an open economy is 

higher than the aggregate output equilibrium for a closed economy. It is therefore 

straightforward to extend this model to our discussion of industrial output. Since 

industrial output is a vital component in aggregate output, it can be argued that 

Grossman and Helpman (2018) model implies that trade openness stimulates industrial 

output growth.  
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Figure 1.6 Trade and Industrial Output 

 

 In measuring the effects of trade on industrial output, it is useful to express 

total trade which includes imports and exports on expressed as a percentage of GDP, 

which concurrently is the definition of trade openness.  This is because unlike net 

exports, trade openness measures prevalence of trade in aggregate economic activities. 

Exports contribute to national income and output. Imports contribute to the productive 

capacity of the economy in terms of intermediate goods which are utilized for domestic 

production. Thus, it could be argued that imports stimulates domestic output.  Using 

trade openness instead of net exports therefore, allows a researcher to acknowledge 

the positive effects of both exports and imports on aggregate output and by extension, 

industrial output.  

 The relationship between industrial output and trade openness as depicted in 

Figure 1.6 indicate a general positive relationship as both series exhibit upward trends 

over the 1995 to 2017 period. The gravity of  relationship between the two series could 

be seen in 2009 where trade openness fell sharply from 60.9% in 2008 to 52.4% in 

2009. Concurrently, industrial output fell from US$179 trillion to US$171 trillion. 

Other salient spikes and downturns depicted in Figure 1.6 provide significant 

justification to further investigate the relationship between industrial output and trade 

openness.  
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 Dia and Menna (2016) provided an update to the real business cycle model 

which describes the evolution of economic activities. Interest rates as found in 

traditional model posited to have a negative impact of aggregate output. As productive 

economic agents initiate or increase production, they would have to tap the financial 

sector, i.e. banks. The financial sector has an intermediary role in channelling funds 

from those who have excess resource to those who have productive capacity. In return 

for performing this intermediary role, banks charge interests in order to make profit, 

as well as to incentivise lending. From the perspective of productive economic agents 

however, interest rate charged by banks are considered as costs. Thus, theoretically 

there would be a negative relationship between interest rate and industrial output.  

 

Figure 1.7 Interest Rate Spread and Industrial Output 

 

For the purpose of framing a context of discussion, consider the interest rate 

spread and aggregate industrial output in the Organisation for Economic Co-operation 

and Development (OECD) countries as depicted in Figure 1.7. Within the ten year 

period from 1995 to 2005, interest rate spread in OECD countries, the most 

industrialized countries in the world fell from 5.4% to 2.7%. Industrial output at 

constant 2010 US$ on the other hand, increased from US$8.5 trillion to US$10.3 

trillion. Thus, it could be observed that there is a general negative relationship between 

industrial output and interest rate. Delving further on the relationship between these 

two series in a systematic approach is therefore justified. 
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For every key determinants, some theoretical justifications are provided. 

Section 3.2 will expound on this. At this juncture however, based on the preliminary 

data observations of key variables, it is clear that some relationship exists between 

industrial output with household consumption, government consumption, money 

supply, inflation, interest rate and trade openness. Trends of household consumption, 

government consumption, money supply and trade seem to move in line with trend of 

industrial output. Meanwhile, the trends of inflation and interest rate seem to move 

against the trend of industrial output. These observations provide justification for 

statistically examining the underlying relationship between aforementioned 

determinants with industrial output.  

Another important consideration in discussing the interaction between the key 

determinants with industrial output is the income levels of countries. Consider the 

relationship between household consumption and aggregate output where it is 

theoretically expected to be positive, as will be discussed in chapter 2 of this 

dissertation. This relationship however, may not be generalizable to all countries in 

the global economy. For instance, while the supposition may be true for high income 

countries, it may not hold for low income countries. Thus, the direction of relationship 

between industrial output with its determinants may not be  the same due to existence 

of heterogeneity in the data according country’s income levels. It would be 

scientifically prudent therefore to assume that the parameters of panel data models 

would be different according the different categories of income levels.  

1.4 Problem Statement 

Section 1.2 has dealt with the reason for adopting industrial value added as a 

measurement of economic productivity while section 1.3 explored key 

macroeconomic data and provided theoretical argument for the relationship between 

aforementioned variables with industrial output. At this juncture, it is clear that 

household consumption, government consumption, money supply, inflation rate, trade 

openness and interest rate are key macroeconomic determinants of industrial output. 

The theoretical positions presented in section 1.3 is supported by empirical evidence. 
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For instance, increase in government expenditure in the U.S. has been found to 

increase aggregate output in a panel data study by Atems (2019). With regard to 

household consumption, Sun and Deng (2013) showed in a provincial study, that 

output growth is positively related to household consumption growth. Moreover, this 

relationship is said to be persistent in the long-run. Lo Turco et al. (2018) on the other 

hand, concluded that a there is a non-negligible impact of money supply on output 

growth. Baharumshah et al. (2016) showed in a panel data empirical investigation that 

inflation tends to negatively impact output growth in non-inflationary crisis countries. 

Simple economic models such as one presented by Mertens (2010) showed that 

interest rates are negatively related to output growth. Empirical evidence in support of 

this view however, is lacking. A panel data empirical study by Sikder et al. (2019) 

showed that trade openness has a long-run and positive relationship with aggregate 

output.  

Despite the fact that preliminary inferences is backed by observational 

evidence, there is ambiguity on the collective effect of the identified determinants of 

industrial output. While it may be clear that interest rate is negatively related with 

industrial output based on Figure 1.7, this relationship may not hold if the interaction 

between industrial output with other determinants like trade and inflation rate is 

introduced. The effect of interest rate on industrial output may be amplified of may be 

subdued due to the effects of inflation rate for instance. A systematic study that 

determines the underlying relationship is therefore important.  

Another point that provides justification for a panel data study of industrial 

output is the nature of relationship between macroeconomic variables may be different 

according to levels of income. For instance, it was found that the estimated coefficient 

for inflation in emerging economies which serve as a proxy for middle income 

economies differed significantly than the coefficient in industrialized economies 

which serve as proxy for high income economies. This is to be expected since the 

respond variable for this study i.e. industrial output would behave differently 

according to income level of the economy. Estimating coefficients for industrial output 

determinants that can represent the various income levels in the global economy would 

therefore enable researchers and policy makers to appropriately handle its 
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determinants. Hence, there is a need to investigate the relationship between industrial 

output and its determinants, with respect to the income levels of countries. This will 

ultimately contribute to the gap in the literature where there is yet a comprehensive 

panel data study on industrial output, while accounting for income levels of countries 

in the global economy data set.  

In panel data modelling, heteroskedasticity is often a problem. This is 

especially true when the cross section components are of different sizes (Mátyás and 

Sevestre, 2008). Even upon segregating the complete data set to four sub-data sets 

according to its respective income levels, differences in actual industrial output exists 

within the sub-data sets. This would result in heteroskedasticity in disturbance terms. 

It would therefore be necessary to properly develop panel data models for industrial 

output in order to obtain reliable results and avoid misleading conclusions which in 

turn could prove disastrous in terms of policy making.  

1.5 Research Objectives 

This research aims to fill the gap in the literature in the field of applied panel 

data modelling. Panel data modelling is a substantially useful area that can be applied 

in various fields of scientific studies. In economics, panel data has been widely used 

to model many economic problems ranging from economic growth to political 

financing. However, this research focusses on industrial output modelling against the 

backdrop of the global economy. Acknowledging the problem of heterogeneity in 

panel data modelling, this research further aims to contribute to the literature in 

investigating industrial output behaviour in relation to income status of economies, 

while ensuring principles of statistically sound modelling are met.  

In line with the overarching goal of this research, following are the objectives 

of this research: 

(a) To model the global economy’s industrial output using pooled, fixed effects, 

time fixed effects or random effects panel data model. 
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(b) To model the industrial output for low income economies, lower middle 

income economies, upper middle income economies and high income 

economies which are all subset of the global economy data set using pooled, 

fixed effects, time fixed effects or random effects panel data model. 

(c) To adopt robust methods in estimating the standard errors of chosen panel data 

models.   

(d) To compare efficiency of panel data models under different robust standard 

error estimation.  

(e) To compare the performance of panel data models under different robust 

standard error estimation.   

 

1.6 Significance of Study 

The contributions of this research are fourfold. First, it provides a 

comprehensive panel data model that describes industrial output for the global 

economy. As highlighted in section 1.4, there is yet a model that describes industrial 

output, particularly one that acknowledges heterogeneity of countries with different 

income levels. Second, this research applies up to five heteroskedasticity consistent 

tests to determine significance of individual determinants in the model. Since 

heteroskedasticity is a common problem faced in panel data models, this research 

highlights the various methods that can be adopted in addressing this issue, which in 

turn ensures that correct inferences can be made. Third, this dissertation intends to 

highlight changes in performance of panel data models under different robust standard 

error estimation methods. This will provide valuable insight into the exact impact of 

heteroskedastic and serially correlated errors on panel data models. Fourth, this 

research contributes to the literature in terms of its policy recommendations. Since the 

inferences made will be based on sound statistical modelling, this research provides 

assurance to policy makers that recommendations derived from this research are based 

on sound scientific methods which minimizes possibility of error in judgement.  



 

19 

1.7 Scope of Study 

In the interest of forming a tractable scientific study, it is necessary to define 

the scope of this research. In line with the objectives outlined in section 1.5, this study 

only considers pooled, fixed effects, fixed time effects and random effects panel data 

model in describing the industrial output. The appropriate model is determined by a 

series of relevant tests. Once the appropriate model has been established, the model is 

subjected to several diagnostic tests to determine its validity. This research then 

addresses the problem identified in the diagnosis by estimating the relevant parameters 

using appropriate methods as found in the literature. This research does not attempt to 

develop new methods to address problems faced in the panel data models. Rather, the 

efficiencies of existing methods are investigated in its application to industrial output 

panel data models.  

1.8 Limitation of Study 

Despite efforts to minimize lapses in methods and judgements, this research 

faces several limitations in fulfilling its objectives. This research utilizes data from a 

single, reliable source i.e. the World Bank’s World Development Indicator (WDI) 

databank. This minimizes possible measurement errors that may arise had data were 

obtained from multiple sources. Additionally, this would ease replication of the results 

obtained in this research. However, a drawback from relying from a single data source 

is that several data points were not able to be obtained. Some cross sections i.e. 

countries had to be eliminated from the panel data set. This is due to the unavailability 

of observations for some variables considered. In the interest of having a clean data 

set without the need for interpolation for missing observations, this dissertation 

eliminates the entire cross section. As a result, only 96 countries in total are deemed 

sufficient for further analysis.  

 



 

149 

REFERENCES 

Agénor, P.-R., Mcdermott, C. J. and Prasad, E. S. (2000) ‘Macroeconomic fluctuations 

in developing countries: Some stylized facts’, The World Bank Economic 

Review, 14 (2), pp. 251-285. 

Ali Ahmed, H. J. and Wadud, I. K. M. M. (2011) ‘Role of oil price shocks on 

macroeconomic activities: An svar approach to the malaysian economy and 

monetary responses’, Energy Policy, 39 (12), pp. 8062-8069. 

Arellano, M. (1987) ‘Computing robust standard errors for within group estimators’, 

Oxford Bulletin of Economics and Statistics, 49 (4), pp. 431-434. 

Atems, B. (2019) ‘The effects of government spending shocks: Evidence from u.S. 

States’, Regional Science and Urban Economics, 74, pp. 65-80. 

Baharumshah, A. Z., Slesman, L. and Wohar, M. E. (2016) ‘Inflation, inflation 

uncertainty, and economic growth in emerging and developing countries: Panel 

data evidence’, Economic Systems, 40 (4), pp. 638-657. 

Balavac, M. and Pugh, G. (2016) ‘The link between trade openness, export 

diversification, institutions and output volatility in transition countries’, 

Economic Systems, 40 (2), pp. 273-287. 

Bangake, C. and Eggoh, J. C. (2011) ‘Further evidence on finance-growth causality: 

A panel data analysis’, Economic Systems, 35 (2), pp. 176-188. 

Bayona-Rodríguez, H. (2019) ‘Money laundering in rural areas with illicit crops: 

Empirical evidence for colombia’, Crime, Law and Social Change. 

Ben Aïssa, M. S., Ben Jebli, M. and Ben Youssef, S. (2014) ‘Output, renewable energy 

consumption and trade in africa’, Energy Policy, 66, pp. 11-18. 

Blanchard, O. (2017) Macroeconomics, Harlow, United Kingdom: Pearson Education 

Limited. 

Bleaney, M., Gemmell, N. and Kneller, R. (2001) ‘Testing the endogenous growth 

model: Public expenditure, taxation, and growth over the long run’, Canadian 

Journal of Economics, 34 (1), pp. 36-57. 



150 

Boschini, A. D. (2006) ‘The political economy of industrialisation’, European Journal 

of Political Economy, 22 (4), pp. 887-907. 

Burns, A. F. (1934) Production trends in the united states since 1870, New York: 

National Bureau Of Economic Research. 

Cai, Z., Chen, L. and Fang, Y. (2018) ‘A semiparametric quantile panel data model 

with an application to estimating the growth effect of fdi’, Journal of 

Econometrics, 206 (2), pp. 531-553. 

Cardinale, I. and Scazzieri, R. (2016) ‘Structural liquidity: The money-industry 

nexus’, Structural Change and Economic Dynamics, 39, pp. 46-53. 

Cendejas, J. L., Castañeda, J. E. and Muñoz, F.-F. (2014) ‘Business cycle, interest rate 

and money in the euro area: A common factor model’, Economic Modelling, 

43, pp. 136-141. 

Chadha, B., Masson, P. R. and Meredith, G. (1992) ‘Models of inflation and the costs 

of disinflation’, IMF Staff Papers, 39 (2), pp. 395-431. 

Chen, C., Yao, S., Hu, P. and Lin, Y. (2017) ‘Optimal government investment and 

public debt in an economic growth model’, China Economic Review, 45, pp. 

257-278. 

Chen, F., Ma, X. and Chen, S. (2014) ‘Refined-scale panel data crash rate analysis 

using random-effects tobit model’, Accident Analysis and Prevention, 73, pp. 

323-332. 

Cheng, T., Gao, J. and Yan, Y. (2019) ‘Regime switching panel data models with 

interactive fixed effects’, Economics Letters, 177, pp. 47-51. 

Chung, T.-F. and Ariff, M. (2016) ‘A test of the linkage among money supply, 

liquidity and share prices in asia’, Japan and the World Economy, 39, pp. 48-

61. 

Cieszewski, C. J. and Strub, M. (2018) ‘Comparing properties of self-referencing 

models based on nonlinear-fixed-effects versus nonlinear-mixed-effects 

modeling approaches’, Mathematical and Computational Forestry and 

Natural-Resource Sciences, 10 (2), pp. 46-57. 



 

151 

Cleophas, T. J. and Zwinderman, A. H. (2008) ‘Random effects models in clinical 

research’, International Journal of Clinical Pharmacology and Therapeutics, 

46 (8), pp. 421-427. 

Department of Statistics Malaysia. (2019) National accounts. Available at: 

https://www.dosm.gov.my/v1/index.php?r=column/cone&menu (Accessed: 

16 January 2019). 

Dia, E. and Menna, L. (2016) ‘Productivity shocks, capital intensities, and bank 

interest rates’, Journal of Macroeconomics, 48, pp. 155-171. 

Dissou, Y., Didic, S. and Yakautsava, T. (2016) ‘Government spending on education, 

human capital accumulation, and growth’, Economic Modelling, 58, pp. 9-21. 

Driscoll, J. C. and Kraay, A. C. (1998) ‘Consistent covariance matrix estimation with 

spatially dependent panel data’, The Review of Economics and Statistics, 80 

(4), pp. 549-560. 

Duan, Q., Wei, Y. and Chen, Z. (2014) ‘Relationship between the benchmark interest 

rate and a macroeconomic indicator’, Economic Modelling, 38, pp. 220-226. 

Efron, B. (1982) The jackknife, the bootstrap and other resampling plans, 

Philadelphia, USA. 

Erickson, C. A., Owusu-Nantwi, V. and Owensby, F. (2015) ‘The government 

spending multiplier: Evidence from county level data’, The Social Science 

Journal, 52 (3), pp. 358-363. 

Escobar-Posada, R. A. and Monteiro, G. (2015) ‘Long-run growth and welfare in a 

two sector endogenous growth model with productive and non-productive 

government expenditure’, Journal of Macroeconomics, 46, pp. 218-234. 

Facchini, F. and Seghezza, E. (2018) ‘Public spending structure, minimal state and 

economic growth in france (1870–2010)’, Economic Modelling, 72, pp. 151-

164. 

Felipe, J. and Adams, F. G. (2005) ‘“A theory of production” the estimation of the 

cobb-douglas function: A retrospective view’, Eastern Economic Journal, 31 

(3), pp. 427-445. 

Fisher, F. M. (1993) Aggregation, Cambridge: MIT Press. 

https://www.dosm.gov.my/v1/index.php?r=column/cone&menu


152 

Gallegati, M., Ramsey, J. B. and Semmler, W. (2014) ‘Interest rate spreads and output: 

A time scale decomposition analysis using wavelets’, Computational Statistics 

& Data Analysis, 76, pp. 283-290. 

Ghasemzadeh, S., Ganjali, M. and Baghfalaki, T. (2018) ‘A bayesian conditional 

model for bivariate mixed ordinal and skew continuous longitudinal responses 

using quantile regression’, Journal of Applied Statistics, 45 (14), pp. 2619-

2642. 

Gold, B. (1964) ‘Industry growth patterns: Theory and empirical results’, The Journal 

of Industrial Economics, 13 (1), pp. 53-73. 

Goulas, E. and Zervoyianni, A. (2013) ‘Growth, deficits and uncertainty: Theoretical 

aspects and empirical evidence from a panel of 27 countries’, The Quarterly 

Review of Economics and Finance, 53 (4), pp. 380-392. 

Grossman, G. M. and Helpman, E. (2018) ‘Growth, trade, and inequality’, 

Econometrica, 86 (1), pp. 37-83. 

Hansen, L. P. (1982) ‘Large sample properties of generalized method of moments 

estimators on jstor’, Econometrica, 50 (4), pp. 1029-1054. 

Hao, Y., Wang, L. O., Zhu, L. and Ye, M. (2018) ‘The dynamic relationship between 

energy consumption, investment and economic growth in china's rural area: 

New evidence based on provincial panel data’, Energy, 154, pp. 374-382. 

Hawkins, R. J. (2017) ‘Macroeconomic susceptibility, inflation, and aggregate 

supply’, Physica A: Statistical Mechanics and its Applications, 469, pp. 15-22. 

Horn, S. D., Horn, R. A. and Duncan, D. B. (1975) ‘Estimating heteroscedastic 

variances in linear models’, Journal of the American Statistical Association, 

70 (350), pp. 380-385. 

Horvath, J. (2018) ‘Business cycles, informal economy, and interest rates in emerging 

countries’, Journal of Macroeconomics, 55, pp. 96-116. 

Hugues Goosse, Pierre-Yves Barriat, Marie-France Loutre and Violette Zunz (2010) 

Introduction to climate dynamics and climate modeling, Louvain: Centre de 

recherche sur la Terre et le climat Georges Lemaître - UCLouvain. 



 

153 

Ju, Y., Tang, N. and Li, X. (2018) ‘Bayesian local influence analysis of skew-normal 

spatial dynamic panel data models’, Journal of Statistical Computation and 

Simulation, 88 (12), pp. 2342-2364. 

Karanfil, F. and Li, Y. (2015) ‘Electricity consumption and economic growth: 

Exploring panel-specific differences’, Energy Policy, 82, pp. 264-277. 

Khan, M. (2016) ‘Evidence on the functional form of inflation and output growth 

variability relationship in european economies’, International Economics, 146, 

pp. 1-11. 

Kim, Y. and Sohn, S. Y. (2008) ‘Random effects model for credit rating transitions’, 

European Journal of Operational Research, 184 (2), pp. 561-573. 

Lai, H. P. and Kumbhakar, S. C. (2018) ‘Panel data stochastic frontier model with 

determinants of persistent and transient inefficiency’, European Journal of 

Operational Research, 271 (2), pp. 746-755. 

Lean, H. H. and Smyth, R. (2010) ‘Multivariate granger causality between electricity 

generation, exports, prices and gdp in malaysia’, Energy, 35 (9), pp. 3640-

3648. 

Lebied, M. (2018) 12 examples of big data analytics in healthcare that can save people. 

Available at: https://www.datapine.com/blog/big-data-examples-in-

healthcare/ (Accessed: 15 January 2019). 

Lee, K.-S. and Werner, R. A. (2018) ‘Reconsidering monetary policy: An empirical 

examination of the relationship between interest rates and nominal gdp growth 

in the u.S., u.K., germany and japan’, Ecological Economics, 146, pp. 26-34. 

Lee, Y., Mukherjee, D. and Ullah, A. (2019) ‘Nonparametric estimation of the 

marginal effect in fixed-effect panel data models’, Journal of Multivariate 

Analysis, 171, pp. 53-67. 

Leitao, N. C. (2010) ‘Financial development and economic growth: A panel data 

approach’, Theoretical and Applied Economics, 17 (10), pp. 15-24. 

Lesage, J. P. (2014) ‘Spatial econometric panel data model specification: A bayesian 

approach’, Spatial Statistics, 9, pp. 122-145. 

Liang, K.-Y. and Zeger, S. L. (1986) ‘Longitudinal data analysis using generalized 

linear models’, Biometrika, 73 (1), pp. 13-22. 

https://www.datapine.com/blog/big-data-examples-in-healthcare/
https://www.datapine.com/blog/big-data-examples-in-healthcare/


154 

Liu, S., Tian, L., Lee, S. and Xie, M. G. (2018) ‘Exact inference on meta-analysis with 

generalized fixed-effects and random-effects models’, Biostatistics and 

Epidemiology, 2 (1), pp. 1-22. 

Lo Turco, A., Maggioni, D. and Zazzaro, A. (2018) ‘Financial dependence and growth: 

The role of input-output linkages’, Journal of Economic Behavior & 

Organization. 

Mandelbrot, B. (1963) ‘The variation of certain speculative prices’, The Journal of 

Business, 36 (4), pp. 394-419. 

Mátyás, L. and Sevestre, P. (2008) The econometrics of panel data, Paris: Springer. 

Mertens, E. (2010) ‘Structural shocks and the comovements between output and 

interest rates’, Journal of Economic Dynamics and Control, 34 (6), pp. 1171-

1186. 

Mesters, G. and Koopman, S. J. (2014) ‘Generalized dynamic panel data models with 

random effects for cross-section and time’, Journal of Econometrics, 180 (2), 

pp. 127-140. 

Millo, G. (2014) ‘Robust standard error estimators for panel models: A unifying 

approach’, Journal of Statistical Software, 82 (3), pp. 1-26. 

Mollick, A. V., Cabral, R. and Carneiro, F. G. (2011) ‘Does inflation targeting matter 

for output growth? Evidence from industrial and emerging economies’, 

Journal of Policy Modeling, 33 (4), pp. 537-551. 

Mundlak, Y. (1961) Capital stock growth: A micro-econometric approach, 

Amsterdam: North-Holland. 

Nasir, Z. A. (2012) ‘Household consumption and economic growth : Cointegration 

and causality analysis for malaysia’, Malaysian Journal of Consumer and 

Family Economics, 15 (1), pp. 190-203. 

Naudé, W. (2009) How will the financial crisis impact on the developing world and 

what can be done about it? WIDER Angle [Online]. Available at: 

https://www.wider.unu.edu/publication/how-will-financial-crisis-impact-

developing-world-and-what-can-be-done-about-it (Accessed: 17 February 

2019). 

https://www.wider.unu.edu/publication/how-will-financial-crisis-impact-developing-world-and-what-can-be-done-about-it
https://www.wider.unu.edu/publication/how-will-financial-crisis-impact-developing-world-and-what-can-be-done-about-it


 

155 

Naznin, F., Currie, G., Logan, D. and Sarvi, M. (2016) ‘Application of a random 

effects negative binomial model to examine tram-involved crash frequency on 

route sections in melbourne, australia’, Accident Analysis and Prevention, 92, 

pp. 15-21. 

Nerlove, M. (2002) Essays in panel data econometrics, New York, U.S.A.: Cambridge 

University Press. 

Newey, W. K. and West, K. D. (1987) ‘A simple, positive semi-definite, 

heteroskedasticity and autocorrelation consistent covariance matrix’, 

Econometrica, 55 (3), pp. 703-708. 

Nugraha, A. T. and Osman, N. H. (2019) ‘Co2 emissions, economic growth, energy 

consumption, and household expenditure for indonesia: Evidence from 

cointegration and vector error correction model’, International Journal of 

Energy Economics and Policy, 9 (1), pp. 291-298. 

Park, H. M. (2011) Practical guides to panel data modeling: A step-by-step analysis 

using stata, Graduate School of International Relations, International 

University of Japan. 

Parmesan, C. and Yohe, G. (2003) ‘A globally coherent fingerprint of climate change 

impacts across natural systems’, Nature, 421 (6918), pp. 37-42. 

Pei, Y., Huang, T. and You, J. (2018) ‘Nonparametric fixed effects model for panel 

data with locally stationary regressors’, Journal of Econometrics, 202 (2), pp. 

286-305. 

Pentecôte, J.-S. and Rondeau, F. (2015) ‘Trade spillovers on output growth during the 

2008 financial crisis’, International Economics, 143, pp. 36-47. 

Pesaran, M. H. (2007) ‘A simple panel unit root test in the presence of cross‐section 

dependence’, Journal of Applied Econometrics, 22, pp. 265-312. 

Phillips, R. F. (2018) ‘Quasi maximum likelihood estimation of dynamic panel data 

models’, Communications in Statistics - Theory and Methods, 47 (16), pp. 

3970-3986. 

Pires Manso, J. R., Fernandes De Matos, A. J. and Carvalho, C. C. M. (2015) 

‘Determinants of regional growth in portugal: An empirical analysis’, 

Economics and Sociology, 8 (4), pp. 11-31. 



156 

Pokrovskii, V. N. and Schinckus, C. (2016) ‘An elementary model of money 

circulation’, Physica A: Statistical Mechanics and its Applications, 463, pp. 

111-122. 

Pollock, S. (2014) Econometrics: An historical guide for the uninitiated, United 

Kingdom. 

Radivojević, N., Cvijanović, D., Sekulic, D., Pavlovic, D., Jovic, S. and Maksimović, 

G. (2019) ‘Econometric model of non-performing loans determinants’, 

Physica A: Statistical Mechanics and its Applications, 520, pp. 481-488. 

Ramsey, F. P. (1928) ‘A mathematical theory of saving’, Economic Journal, 38 (152), 

pp. 543-550. 

Rückerl, R., Ibald-Mulli, A., Koenig, W., Schneider, A., Woelke, G., Cyrys, J., 

Heinrich, J., Marder, V., Frampton, M., Wichmann, H. E. and Peters, A. (2006) 

‘Air pollution and markers of inflammation and coagulation in patients with 

coronary heart disease’, American Journal of Respiratory and Critical Care 

Medicine, 173 (4), pp. 432-441. 

Sarbakhsh, P., Mehrabi, Y., Zayeri, F., Daneshpour, M. and Namdari, M. (2014) 

‘Association of polymorphisms and other risk factors with cholesterol level 

over time using logic random effect model: Tehran lipid and glucose study’, 

Koomesh, 16 (2), pp. 193-201. 

Schinckus, C., Altukhov, Y. A. and Pokrovskii, V. N. (2018) ‘Empirical justification 

of the elementary model of money circulation’, Physica A: Statistical 

Mechanics and its Applications, 493, pp. 228-238. 

Shahbaz, M., Sarwar, S., Chen, W. and Malik, M. N. (2017) ‘Dynamics of electricity 

consumption, oil price and economic growth: Global perspective’, Energy 

Policy, 108, pp. 256-270. 

Sikder, A., Inekwe, J. and Bhattacharya, M. (2019) ‘Economic output in the era of 

changing energy-mix for g20 countries: New evidence with trade openness and 

research and development investment’, Applied Energy, 235, pp. 930-938. 

Solow, R. M. (1956) ‘A contribution to the theory of economic growth’, Quaterly 

Journal of Economics, 70 (1), pp. 65-94. 

Sun, X. X. and Deng, L. L. (2013) ‘An empirical analysis on the influence of 

household consumption on economic growth in hubei province’, 19th 



 

157 

International Conference on Industrial Engineering and Engineering 

Management: Management System Innovation, pp. 41-51. 

United Nations. (2008) International standard industrial classification of all economic 

activities, revision 4, New York: Department of Economic and Social Affairs. 

Wang, X., Zheng, T. and Zhu, Y. (2014) ‘Money–output granger causal dynamics in 

china’, Economic Modelling, 43, pp. 192-200. 

Weitzman, M. 1983. Industrial production. In: BERGSON & LEVINE (eds.) The 

soviet economy: Toward the year 2000. London. 

Whelan, K. (2000) Balanced growth revisited: A two-sector model of economic 

growth, Federal Reserve Board. 

White, H. (1980) ‘A heteroskedasticity-consistent covariance matrix and a direct test 

for heterskedasticity’, Econometrica, 48, pp. 817-830. 

Wu, J. (2011) ‘A joint test for conditional heteroscedasticity in dynamic panel data 

models’, Communications in Statistics - Theory and Methods, 40 (8), pp. 1434-

1444. 

Wu, S., Li, B., Nie, Q. and Chen, C. (2017) ‘Government expenditure, corruption and 

total factor productivity’, Journal of Cleaner Production, 168, pp. 279-289. 

Xie, Y., Zhang, Z., Rathouz, P. J. and Barrett, B. P. (2018) ‘Multivariate semi-

continuous proportionally constrained two-part fixed effects models and 

applications’, Statistical Methods in Medical Research. 

Zeileis, A. (2019) Econometric computing with hc and hac covariance matrix 

estimators. Available at: https://cran.r-

project.org/web/packages/sandwich/vignettes/sandwich.pdf (Accessed: 17 

January 2019). 

Zhang, R., Undurraga, E. A., Zeng, W., Reyes-García, V., Tanner, S., Leonard, W. R., 

Behrman, J. R. and Godoy, R. A. (2016) ‘Catch-up growth and growth deficits: 

Nine-year annual panel child growth for native amazonians in bolivia’, Annals 

of Human Biology, 43 (4), pp. 304-315. 

 

https://cran.r-project.org/web/packages/sandwich/vignettes/sandwich.pdf
https://cran.r-project.org/web/packages/sandwich/vignettes/sandwich.pdf

	DEDICATION
	ACKNOWLEDGEMENT
	ABSTRACT
	ABSTRAK
	TABLE OF CONTENTS
	LIST OF TABLES
	LIST OF FIGURES
	LIST OF ABBREVIATIONS
	CHAPTER 1    INTRODUCTION
	1.1 Statistical Modelling
	1.2 Industrial Output
	1.3 Key Macroeconomic Variables’ Interaction with Industrial Output
	1.4 Problem Statement
	1.5 Research Objectives
	1.6 Significance of Study
	1.7 Scope of Study
	1.8 Limitation of Study

	CHAPTER 2    LITERATURE REVIEW
	2.1 Introduction
	2.2 Panel Data Modelling
	2.2.1 Fixed Effects Model
	2.2.2 Random Effects Model
	2.2.3 Advancements in Fixed Effects Panel Data Model
	2.2.4 Advancements in Random Effects Panel Data Model
	2.2.5 Problems in Panel Data Modeling

	2.3 Survey on Regressors
	2.3.1 Household Consumption
	2.3.2 Government Consumption
	2.3.3 Money Supply
	2.3.4 Inflation
	2.3.5 Interest Rate
	2.3.6 Trade Openness

	2.4 Research Gap

	CHAPTER 3    RESEARCH METHODOLOGY
	3.1 Introduction
	3.2 Theoretical Basis for Regressors
	3.3 Data
	3.4 Research Design and Procedure
	3.5 Panel Data Modelling
	3.5.1 Pooled Ordinary Least Squares (OLS) Model
	3.5.2 Fixed Effects Model
	3.5.2.1 Time Effects Model
	3.5.2.2 Time and Individual Effects Model

	3.5.3 Random Effects Model
	3.5.4 Robust Estimator in Pure Heteroskedastic Errors
	3.5.5 Robust Estimator in Serially Correlated Heteroskedastic Errors
	3.5.6 Robust Estimator in Cross Sectionally Dependent Errors

	3.6 Diagnostic Tests
	3.6.1 Chow Stability Test
	3.6.2 Hausman Test
	3.6.3 Cross Sectional Dependence Test
	3.6.4 Serial Correlation Test
	3.6.5 Heteroskedasticity Test

	3.7 Chapter Summary

	CHAPTER 4    RESULTS AND DISCUSSIONS
	4.1 Preliminary Observations
	4.2 All Countries Model
	4.3 Low Income Countries Model
	4.4 Lower Middle Income Countries Model
	4.5 Upper Middle Income Countries Model
	4.6 High Income Countries Model
	4.7 Chapter Summary

	CHAPTER 5    CONCLUSION AND RECOMMENDATION
	5.1 Conclusion
	5.1.1 Panel Data Modelling
	5.1.2 Economic implications

	5.2 Recommendations

	REFERENCES



