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Abstract: The prefabricated components are an important aspect of prefabricated constructions.
Based on three possible collision situations when the fabricated component is being lifted during the
installation phase, the aim of this study is to investigate how to prevent effective collision between
the hoist and the barrier, and establish the standardized operation process (SOP) of using the Inertial
Measurement Unit (IMU) to detect the hoisting collision of fabricated building components. The (IMU)
technology is used in the collection of lifting activities data. The hoisting activity will be divided into
four situations: classification and recognition of stationary, ascending, advancing, and descending of
components; use of the K-Nearest Neighbor (KNN) algorithm and the Random Forest (RF) algorithm
for data processing to recognize the hoisting activities of assembled components; construction of
the hoisting activity recognition model; determination of the best recognition position of the IMU;
further collision analysis based on the recognition of the hoisting of assembled components. The
collision is divided into direct collision, sudden stop, and detour in a specific space from obstacles.
Image analysis of the three types of collision activities will be carried out to help perceive lifting
activities in advance and reduce loss resulting from collisions caused by components. According
to the systematic research and discussion of hoisting activity recognition and collision behavior, it
provides a reasonable basis and ideas for solving hoisting collisions in prefabricated buildings and
aids in the use of inertial sensors in construction to provide assistance for construction automation.

Keywords: IMU; hoisting activity recognition; collision analysis; KNN and RF algorithms

1. Introduction

Prefabricated components are an essential part of prefabricated buildings [1]. Prefab-
ricated buildings have become the mainstream direction of China’s current construction
development due to their fast construction speed and labor-saving properties. At the same
time, many tower cranes are used, which can easily cause crane arms, hooks, and compo-
nents to collide with obstacles. The Inertial Measurement Unit (IMU) is an integral part of
the inertial navigation system to measure attitude. It is generally composed of gyroscopes
and accelerometers (magnetometers) [2]. It is used for positioning and attitude judgment
during human activities or walking [3]. The IMU can be combined with the K-Nearest
Neighbor (KNN) algorithm and the Random Forest (RF) algorithm for assembly-type
component lifting recognition.

In terms of IMU sensor research, [4] combined an inertial measurement unit (IMU)
with an infrared sensor network. Suitable for indoor human body positioning. The inertial
measurement unit can be used to assess the risk of movement and falls in the elderly [5]. It
is also used to design a particular submarine pipeline deformation monitoring system [6].
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In addition, the fusion positioning algorithm of the inertial measurement unit (IMU) and
correlation scan matching (CSM) solves the problem that CSM is prone to mismatch in
the case of minor environmental differences [7,8]. Moreover, in collision research, Ref. [9]
solved the collision problem in virtual hoisting of truck cranes and completed virtual
hoisting collision detection by analyzing the virtual hoisting collision detection algorithm.
The authors in Ref. [10] solved the collision of steel structure building construction, and
also proposed a collision detection strategy based on the bounding box and hierarchical
bounding box method, constructed three virtual hoisting scenes, and realized collision
detection of virtual hoisting scenes. The authors in Ref. [11] proposed a collision detection
method based on plane projection for the types of hoisting objects and obstacles in crane
engineering hoisting scenes.

In summary, inertial sensors are often fused with algorithms for research activity
recognition. However, fewer people pay attention to the recognition and collision analysis
of component hoisting activities in the field of prefabricated buildings. This article will
take hoisting component activities as the background; an IMU combines with the KNN
algorithm and the RF algorithm to study the effect of hoisting activity recognition in various
positions and build a hoisting recognition model. Based on this model, the common colli-
sion types are further classified, and the image analysis of angular velocity and acceleration
based on the IMU helps more accurate collision recognition. Eventually, the standardized
operation process (SOP) of using the IMU to detect the hoisting collision of fabricated
building components is established, thereby promoting the hoisting automation inspection
of the IMU in prefabricated buildings.

2. Recognition of Hoisting Activities of Fabricated Component Based on the IMU

Using inertial sensors to identify hoisting activities requires a comprehensive explo-
ration of the recognition effects of multiple types of inertial sensors and optimizing the
combination of inertial sensor positions to improve the recognition performance of hoisting
activities [12]. First, it is necessary to classify the typical activities in the hoisting process,
collect the data of each hoisting activity through inertial sensors, perform signal cutting
and feature extraction processing, and establish the best inertia for the recognition of the
hoisting activity of assembled components under the coordination of multi-type inertial
sensors based on machine learning. The sensor type and position are combined to construct
a hoisting activity recognition model. The research process is shown in Figure 1.

2.1. Data Collection

The experiment was carried out at the production base of the prefabricated component
factory of Xiamen Zhixin Building Materials Co., Ltd. (Xiamen, China). A sample of
the prefabricated laminated board is shown in Figure 2. After observing the hoisting
activities of the prefabricated components by the gantry crane, the hoisting activities were
divided into four situations: the stationary hoisting component, the rising of the hoisting
component, the travel of the hoisting component, and the descending of the hoisting
component. Furthermore, BWT61CL IMUs were used for collecting hoisting activity data.
Workers used gantry cranes to carry out hoisting prefabricated laminated boards. The
acceleration of the equipment unit was set to £8 g; the angular velocity used was up
to £2000°/s. In addition, the IMU sensor was fixed on the two opposite corners of the
prefabricated laminated board and the hook of the gantry crane with paper tape, as shown
in Figures 2 and 3. At the same time, the placement surface of each equipment unit was
kept consistent to prevent the experimental results from being affected by the different
orientations of the IMU sensor. The inertial sensor data of the construction activity were
collected in real-time when the prefabricated laminated board was hoisted.
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Figure 1. Research process diagram.
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Figure 2. Schematic of prefabricated laminated board and IMU sensor position.
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Figure 3. Schematic diagram of fixed IMU sensor position.

2.2. Data Processing

The IMU inertial sensor is used to collect the hoisting activity data of the fabricated
component. The raw data are continuously processed by signal segmentation and feature
extraction to generate data that the hoisting activity can identify. In the study, KNN and RF
classification algorithms are selected. There is a training sample set in KNN (K-Nearest
Neighbor) based on [13], and each piece of data in the training sample set has an active
label. In the hoisting activity, the label contains still, up, straight, and down; four categories.
Therefore, the relationship between each piece of data in the training sample set and its
classification can be known. After inputting the unlabeled test data set, each feature in the
new data was compared with the corresponding feature of the data in the sample set, and
the most similar data in the sample set was extracted, which is the classification label of the
nearest neighbor. Generally speaking, only the first k most similar data in the sample data
set are selected. This is the meaning of k in the k-nearest neighbor algorithm, and usually,
k is an integer not greater than 20 [14]. Finally, the category with the most occurrences
among the k most similar data is selected as the new data category.

RF Random Forest, as a newly emerging and highly flexible machine learning algo-
rithm, has a strong generalization ability and good classification effect [15]; it is a collection
method of classification and regression based on a tree model [9], and its basic unit is a
decision tree, where each decision tree is a classifier. N trees will have N classification
results for an input sample, and random forest integrates all classification voting results;
the most votes and the category are designated as the final output. The two classification
algorithms are applied to the generation of inertial sensor category configuration models
for a single location, two location combinations, and three location combinations. Each
classification method’s parameters correspond to the maximum accuracy in the tenfold
cross-validation configured by a set of parameters. In k-fold cross-validation, the data in
each compromise contain the exact proportions of all activity categories to ensure balance.
Finally, the performance results of the inertial sensor category configuration model of a
single position, two-position combinations, and three-position combinations are compre-
hensively analyzed. The optimal set of combinations is selected as the optimal hoisting
activity recognition model for this study. In order to better and fairly measure the perfor-
mance of each classifier model in the research, two standard measures in the field of pattern
recognition are used: Accuracy and F-measure:

Accuracy = TP+ TN ; F = measure = 2x TP
Y= TP+TN+FP+EN' T 2xTP+FP+EN

Among them, true positive (TP): correctly classified as the category of interest; true
negative (TN): correctly classified as the category of uninteresting; false positive (FP):
incorrectly classified as the category of interest; and false negative (FN): Wrong classification
as an uninteresting category.
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2.3. Hoisting Activity Recognition Model

Considering the differences in inertial sensor signals at various positions for the same
activity, the inertial sensor signals will vary with different positions, so the recognition
of complex hoisting activities will also vary with the change in inertial sensor types and
position combinations [16]. The feasibility of using IMU acceleration and angular velocity
data to classify hoisting activities can establish and evaluate the model under each sensor
data at the same time, through the data combination of multiple inertial sensors [7] at
different positions and the fusion of acceleration and angular velocity to optimize the
recognition model of assembly-type building component hoisting activities. In order to
verify the actual application effect of the hoisting activity recognition model, the hoisting
activity data collected by the IMU are used as the training data for the model establishment.
All the data are segmented using a window size of 1 s, and features are extracted to form a
feature vector. The training of the model uses two classification algorithms, KNN and RF.

2.3.1. Analysis of IMU Sensor Results at a Single Location

In order to study the recognition of hoisting activities with various data of inertial
sensors at a single location, the recognition performance of hoisting activities under the state
of collecting the same activity data at the exact location was analyzed in detail. Tables 1-3
are the recognition models of each inertial sensor. The No. 3 inertial sensor and the No. 6
inertial sensor are located at two opposite corners of the prefabricated laminated board.
The No. 8 inertial sensor is located on the hook of the gantry crane. A and G represent
acceleration and angular velocity in the table, respectively; KNN and RF represent two
classification algorithms used for the classifier.

Table 1. No. 3 sensor hoisting activity recognition model.

3-A-KNN Reference 3-A-RF Reference
Prediction down still straight up Prediction down still straight up
down 60 0 40 1 down 60 0 42 1
still 0 23 1 0 still 0 23 1 0
straight 0 0 68 2 straight 0 0 68 2
up 0 0 3 61 up 0 0 2 61
3-G-KNN Reference 3-G-RF Reference
Prediction down still straight up Prediction down still straight up
down 60 0 37 1 down 48 0 13 0
still 0 23 0 0 still 0 23 0 0
straight 0 0 72 2 straight 12 0 99 21
up 0 0 3 60 up 0 0 2 43
3-A-G-
KNN Reference 3-A-G-RF Reference
Prediction down still straight up Prediction down still straight up
down 59 0 21 4 down 60 10 16 1
still 1 23 1 0 still 0 12 2 0
straight 0 0 89 8 straight 12 1 94 0
up 0 0 1 52 up 0 0 0 63

The IMU data collection experiment of hoisting movable inertial sensors was carried
out in a controlled outdoor scene. First, the collected data were divided into segments, then
the feature extraction algorithms were used to calculate the features of each segment to
form a feature vector, and the features of each segment were manually assigned. The vector
added the corresponding hoisting activity label, according to the inertial sensor category
and position combination for feature vector fusion. The feature vector set was combined
with the classification algorithm to generate the hoisting activity recognition model. Finally,
the performance of the hoisting activity recognition model was comprehensively evaluated
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by the model evaluation method. The accuracy formula to evaluate the above model was
used, and the results are shown in Table 4.

Table 2. No. 6 sensor hoisting activity recognition model.

6-A-KNN Reference 6-A-RF Reference
Prediction down still straight up Prediction down still straight up
down 60 0 41 1 down 59 0 39 1
still 0 23 0 0 still 1 23 1 0
straight 0 0 70 2 straight 0 0 69 0
up 0 0 1 61 up 0 0 3 63
6-G-KNN Reference 6-G-RF Reference
Prediction down still straight up Prediction down still straight up
down 60 0 39 1 down 60 0 41 1
still 0 23 1 0 still 0 23 0 0
straight 0 0 69 0 straight 0 0 70 2
up 0 0 3 63 up 0 0 1 61
6-A-G-
KNN Reference 6-A-G-RF Reference
Prediction down still straight up Prediction down still straight up
down 60 3 9 9 down 60 0 6 16
still 0 20 4 0 still 0 19 0 0
straight 0 1 99 0 straight 0 4 106 0
up 0 0 1 55 up 0 0 0 48
Table 3. No. 8 sensor hoisting activity recognition model.
8-A-KNN Reference 8-A-RF Reference
Prediction down still straight up Prediction down still straight up
down 60 7 12 0 down 60 8 13 0
still 0 14 1 0 still 0 14 2 0
straight 0 2 99 0 straight 0 1 97 0
up 0 0 0 64 up 0 0 0 64
8-G-KNN Reference 8-G-RF Reference
Prediction down still straight up Prediction down still straight up
down 59 0 39 1 down 59 0 37 1
still 1 23 1 0 still 1 23 1 0
straight 0 0 69 0 straight 0 0 72 0
up 0 0 3 63 up 0 0 0 63
8-A-G-
KNN Reference 8-A-G-RF Reference
Prediction down still straight up Prediction down still straight up
down 60 3 9 9 down 60 10 16 1
still 0 20 4 0 still 0 12 1 0
straight 0 0 99 0 straight 0 0 95 0
up 0 0 1 55 up 0 0 0 63

2.3.2. Analysis of Results of IMU Sensor Fusion of Two Positions

In order to study the optimization problem of the inertial sensor category and location
combination for construction activity recognition, the results of the inertial sensor category
configuration model after the combination of two locations were analyzed in detail. Table 5
shows the accuracy results of the two position combinations’ inertial sensor category
configuration model under the four classifiers.
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Table 4. Accuracy Evaluation of Single Position Hoisting Recognition Model.

Portfolio
Sensor Classification .
Category Algorithm A G A+G Promotion
Rate
KNN 81.85% 83.01% 86.1% 3.72%
3 RF 81.85% 82.24% 88.42% 7.51%
KNN 82.63% 83.01% 90.35% 8.84%
6 RF 82.63% 82.63% 89.96% 8.87%
KNN 91.51% 82.63% 90.35% —1.27%
8 RF 90.73% 83.78% 88.8% —2.13%

Table 5. Evaluation of the accuracy of the recognition model of two-position fusion inertial sensors.

Location  Classification
Combina- Algo- A/A G/G A/G G/A A + G/A A+ G/G A/A + G G/A +G
tion rithm
KNN 80.38 83.74 81.77 85.01 85.21 88.42 78.01 88.35
3+6 RF 81.06 85.96 79.12 84.74 87.33 88.01 77.68 91.51
KNN 85.32 79.17 80.03 85.97 87.07 84.02 83.92 78.96
3+8 RF 83.07 76.53 78.95 88.8 88.03 85.07 80.00 76.01
KNN 86.07 80.38 83.14 87.90 89.88 84.07 90.17 88.8
6+8 RF 87.66 82.96 86.38 84.77 93.05 83.88 91.51 87.13

From Table 5, it can be seen that the acceleration and angular velocity fusion of the No.
6 inertial sensors and the activity recognition model of the No. 8 inertial sensor acceleration
have the highest accuracy, which is 93.05. In two-position combinations, the inertial sensor
type and position combination model has the best performance. In order to specifically
analyze the recognition performance of various lifting activities of the two-position fusion
inertial sensor recognition models, research needs to continue to use the F-measure value
to quantify the recognition ability of each type of lifting activity, as shown in Table 6. A
higher F-measure value indicates this higher activity accuracy [17].

Table 6. The F-measure value of the best recognition model of two-position fusion inertial sensors—
Classified lifting activities.

Location Data . . Average

Combination Combination Down Still Straight Up Valug
A+G/G 81.08 66.67 90.82 99.21 84.45

3+6 G/A+G 86.33 73.68 92.96 100 88.24
3+8 G/A 81.63 64.86 92.31 98.41 84.30
A+G/A 80 66.67 90.73 99.21 99.21

6+8 A+G/A 86.33 73.68 92.95 100 88.24
A/A+G 86.33 85.68 94.27 96.77 90.76

It can be seen from Table 6 that the position combination of the No. 6 inertial sensor
and the No. 8 inertial sensor has the best effect in the recognition and classification of
hoisting activities. The acceleration and angular velocity fusion of the No. 6 inertial sensor
and the combination of acceleration of the No. 8 inertial sensor can recognize ascending
activities by 100%. In addition, the combination of the acceleration of the No. 6 inertial
sensor and the acceleration and angular velocity fusion of the No. 8 inertial sensor has
good recognition performance for various hoisting activities, and its F-measure value has
reached more than 80%.
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2.3.3. Analysis of IMU Sensor Results Fused in Three Positions

In evaluating the recognition performance of the inertial sensor recognition model of
the combination of three positions, inertial sensors are installed at the two opposite corners
of the assembled component and the gantry crane hook. Each location will generate three
data categories of A, G, and A + G data, and each combination model is based on two
classification algorithms. Then there are 54 types of inertial sensor configurations for the
combination of three locations, as shown in Table 7.

Table 7. Accuracy Evaluation of Three-Position Fusion Inertial Sensor Recognition Model.

No. 3 Sensors No. 6 Sensors No. 8 Sensors KNN RF

A G A+G A G A+G A G A+G Accuracy Accuracy
Vv v Vv 85.12 83.56
Vv Vv Vv 87.54 88.55
v Vv Vv 89.8 90.21
v Vv Vv 84.13 83.52
Vv Vv 4 80.65 79.76
v Vv Vv 87.88 85.96
Vv Vv Vv 88.43 89.76
v v v 90.12 90.17
v v Vv 91.34 90.87
Vv Vv Vv 84.8 85.76
Vv Vv 4 87.43 87.36
v v Vv 88.8 89.03
Vv Vv Vv 80.82 79.78
Vv Vv Vv 81.24 80.33
v Vv Vv 87.12 87.35
Vv Vv Vv 90.12 89.78
Vv Vv Vv 91.24 90.33
v v Vv 89.75 88.43
Vv Vv Vv 92.01 93.16
Vv Vv Vv 86.32 84.23
v v Vv 87.22 85.53
Vv V4 Vv 84.44 83.52
Vv Vv 4 84.12 85.67
vV v Vv 86.23 85.27
Vv Vv Vv 93.03 92.31
v Vv v 88.23 89.25
v v v 89.65 88.47

/1 Recognized.

It can be seen from Table 7 that the three-position fusion inertial sensors are based on
the KNN classification algorithm and the RF classification algorithm. The best two hoisting
activity recognition models are the combination of acceleration and angular velocity fusion
data of the No. 3 inertial sensor, acceleration, and angular velocity fusion data of the
No. 6 inertial sensor, and acceleration of the No. 8 inertial sensor; and the combination
of acceleration and angular velocity fusion data of the No. 3 inertial sensor, acceleration
of the No. 6 inertial sensor, and acceleration of the No. 8 inertial sensor. Its accuracy is
93.03 and 93.16, respectively. Further, the recognition ability of each activity through the
F-measure value is quantified, as shown in Table §; a higher F-measure value means that the
classification of hoisting activities is highly recognized. Based on the accurate evaluation
of the above three-position fusion inertial sensor recognition models, we conducted an
F-measurement value analysis and evaluation of the two groups of optimal accuracy
three-position fusion inertial sensor hoisting activity recognition models.
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Table 8. F-measure value of the best recognition model of three-position fusion inertial sensors—
Classified lifting activities.

Location Data . . Average
Combination Combination Down Still Straight Up Value
34648 A+G/A+G/A 84.34 79.68 90.82 99.21 88.51
to+ A+G/A/A 88.33 70.23 92.96 100 87.88

Table 8 shows that the first combination has better recognition performance for various
lifting activities, and its F-measure value is 88.51%. Based on the above analysis, the accu-
racy of 54 groups of the three-position fusion inertial sensor hoisting activity recognition
model is evaluated, the combination of the acceleration and angular velocity fusion data
of the No. 3 inertial sensor, the acceleration and angular velocity fusion data of the No.
6 inertial sensors, and the acceleration of the No. 8 inertial sensor is the optimal model
among the recognition models of the three-position fusion inertial sensors. The acceleration
and angular velocity fusion data at the two diagonals of the prefabricated laminated board
and the combination of acceleration at the gantry crane hook are the best hoisting activity
recognition effect.

3. Collision Analysis of Assembly Component Hoisting
3.1. Collision Activity Classification

In construction activities, collisions are divided into three situations: direct collision,
sudden stop, and detour in a particular space from obstacles. The specific classification is
shown in Table 9.

Table 9. Collision classification.

Activity Classification Activity Description

Direct collision

Stop suddenly

Detour

Hoist to the obstacle’s height, drive in a straight line at a constant speed, collide at
the original speed when encountering the obstacle, and collect collision data.

In the process of traveling, once the distance between the obstacle and the
component reaches the safety boundary, the movement suddenly stops, and the
shaking of the component ends until it is ultimately still.

In the safe area of the work area, leave ample enough space to go around when
encountering obstacles to avoid a collision.

3.2. Image Analysis for Collision Classification

Analyze the images of three types of situations: direct collision, sudden stop, and de-
tour to understand collision activities’ characteristics further and classify collision activities
more accurately. According to the best recognition model, the sensors are placed on the
diagonal of the component and above the hook and renamed as No. 3, No. 5, and No. 7.
The three pictures in Figure 4 are the acceleration images of the three sensors within 10 s of
the collision. At this time, the strength and number of collisions can be judged according to
the magnitude and peak value of the acceleration image curve fluctuations. Therefore, it is
possible to intuitively express the current situation of the component without introducing
the angular velocity image.

It can be seen from Figure 5 that the acceleration during an emergency stop fluctuates
continuously. It can only be seen that the curve fluctuates wildly during a specific period.
However, looking at the acceleration image of a specific sensor alone, it is found that the
peaks and valleys do not appear simultaneously. Therefore, the acceleration image of
a single sensor in the case of an emergency stop cannot accurately determine when the
component suddenly stops. It is necessary to introduce the angular velocity image of the
sudden stop for auxiliary analysis.
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The image fluctuation of the angular velocity is more evident than the acceleration, as
shown in Figures 6 and 7. According to the image of the angular velocity, it can be seen that
the fluctuation of the angular velocity suddenly increases during the 4~5 s period, especially
in the No. 5 and No. 7 sensors. Even a peak appears in the image, indicating that a sudden
stop behavior occurs in this interval. The violent fluctuations in the subsequent time are due
to the violent shaking of the component caused by inertia. During the detouring process,
the crane operator can always maintain a constant speed when hoisting. The acceleration is
always maintained at zero at a constant speed to fluctuate within a small range of negligible
values. Therefore, the acceleration image is of little significance in distinguishing orbiting
activities, and the angular velocity image is selected for analysis.
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Figure 6. Angular velocity graph at the sudden stop.

When the image is in the fourth second, the angular velocity of the three sensors all
show an increasing trend, indicating that the orbiting activity begins, which leads to the
increase in the rotation angle of the component and the increase in shaking. At the 17th
second, the angular velocity change image is similar to the previous 3 s, and it can be
concluded that the orbiting activity ends at this time. Compared with the first two activities,
the detour to distinguish a single image due to its long duration is more challenging.
However, because the acceleration of the orbiting activity is almost zero, the combination
of acceleration and angular velocity can quickly determine that the activity is orbiting. In
summary, through image analysis, it can be considered that the differences between the
three activities are:

(1) In the event of a collision, both the acceleration and the angular velocity will form a
complete wave crest and trough within 1 s. This is due to the short duration of the accident
at the collision and the great harm that occurred. Compared with the other two activities,
the collision can be distinguished based on whether there is a sudden change in the image
and not continuous.
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(2) In the case of a sudden stop, it is necessary to combine the acceleration image and
the angular velocity image to determine the emergency stop time. Since the fluctuation
of sensor three is not apparent, it is not considered. The most significant feature of the
sudden stop of the image is that there will be continuous and decreasing fluctuations in
the subsequent time of the sudden fluctuation, and the actual situation will be restored
after a while.

(3) The activity lasts the longest in the detour situation, so the analysis time is also the
longest. The most obvious thing about the orbiting activity is that there is almost no fluctu-
ation in the acceleration image, and the orbiting activity has no effect on its acceleration.
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Figure 7. Angular velocity graph during orbiting.

In the angular velocity image, it can be found that its image is a bit similar to the
emergency stop situation because there will be shaking or rotation during the detour and
emergency stop, and the angular velocity changes significantly. So, the most straightfor-
ward point to distinguish between these two activities is to observe the changes in the
acceleration image. Finally, the study summarized the standardized operation process of
using the IMU to detect the hoisting collision of fabricated building components, as shown
in Figure 8.
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Figure 8. IMU standard operation process for detecting the collision of prefabricated building
components.

4. Discussion

Existing studies have paid little attention to the collision of prefabricated component
lifting activities; Refs. [9-11] provided great theoretical ideas and effectively improved the
accuracy of collision detection for prefabricated component lifting activities. However,
research processes were mainly based on simulations and did not consider real-time
collision detection. As a mainstream tool for monitoring object motion, the IMU can
measure motion without any spatial constraints [18]. Even though [19] combined Internet
of Things (IoT) technology and IMU to optimize the real-time prefabricated component
lifting activity recognition, the study ignored the lifting activity collision situation. Based
on three situations of collision activities, the IMU and KNN and RF algorithms were used
for establishing the hoisting activity recognition model in this study, which significantly
improved the real-time detection with high accuracy. Under the three-location data fusion,
the acceleration and angular velocity fusion data at the two diagonals of the prefabricated
laminated board, and the combination of acceleration at the gantry crane hook obtained the
best hoisting activity recognition effect, thereby providing reliable support for prefabricated
component lifting collision activity detection. The acceleration and angular velocity images
collected by the IMU were used for summarizing the image features of different collision
situations to determine the collision situation: (1) the direct collision can be distinguished
based on whether there is a sudden change in the image; (2) there will be continuous and
decreasing fluctuations in the acceleration and angular velocity images of a sudden stop;
and (3) almost no fluctuation acceleration images and fluctuating angular velocities can be
used for direct recognition of detour activities.

In this study, the data were collected under a normal operating environment. The
lifting process of prefabricated components may be influenced by wind factors and jitter
of lifting activities, resulting in small fluctuations of acceleration images and angular
velocities. The small fluctuations hardly influenced the judgment of collision situations, yet
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higher demands were placed on the robustness of the hoisting activity recognition model.
As a limitation, the influence of external factors was not fully considered in this study.
Meanwhile, although the study provided technical support for the safety of prefabricated
components lifting, it did not develop an intelligent system, which is a direction worth
further exploration.

5. Conclusions

In this study, a hoisting activity recognition model was constructed based on the fusion
of the IMU and KNN and RF algorithms. The optimal position combination of multiple
inertial sensors was obtained. Based on the optimal position combination, the collision
analysis of assembled components was carried out. First of all, the prefabricated laminated
slabs that are common on the prefabricated building component factory site were selected
as the object of this study, and the classification of hoisting activities and the classification of
collision types were determined. The classification included several types of activities with
high repetitiveness in hoisting activities. Secondly, the IMU inertial sensors in multiple
positions were combined. Based on the IMU and algorithm fusion, the sensor is placed
on the two diagonals of the prefabricated laminated board and the hook of the gantry
crane. When specific hoisting activities occur in these places, the motion amplitude is the
largest, and the sensor data volume changes significantly. It is concluded that the optimal
combination of the inertial sensor category and position is the fusion data of acceleration
and angular velocity at two diagonals, and the combination of acceleration at the hook
of the gantry crane has the best hoisting activity recognition effect. The accuracy of the
optimal model is 93.03%.

Finally, a collision study was carried out based on the hoisting activity recognition
model. The data collected by the inertial sensors placed on the component were imaged to
predict the possible collision behavior and determine whether the component will appear
under the component route collision situations to avoid such situations. According to our
systematic research and discussion of hoisting activity recognition and collision behavior, a
reasonable basis and ideas for solving the collision of hoisting in prefabricated buildings
have been provided, which will help inertial sensors in construction to provide help for
construction automation. In addition, further optimization of model accuracy under the
influence of more external factors (e.g., wind), as well as the combination of different
types of sensors and IoT technologies to improve the real-time collision recognition of
prefabricated buildings hoisting will be the direction of further exploration in the future.
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