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Abstract
Machine learning can be considered as the current gold standard for predicting deteriora-
tion in Intensive Care Unit patients and is in extensive use throughout the world in different 
fields. As confirmed by many studies, preventing the occurrence of the onset of deteriora-
tion in a sufficient time window is a priority in healthcare centers. Also, the significance 
of enhancing the quality of hospital care and the reduction of adverse outcomes is of great 
importance. Notably, it is hypothesized that by exploiting recent technologies, models built 
upon dynamic variables (e.g. vital signs, lab tests, and demographic variables) could rein-
force the predictive ability of models aimed at detection of in clinical deterioration with 
high accuracy, sensitivity and specificity. This manuscript summarises the techniques and 
approaches proposed in the literature for predicting deterioration and compares the perfor-
mance and limitations of various approaches grouped based on their application. While 
several approaches can attain promising results, there is still room for additional improve-
ment, especially in pre-processing and modeling enhancement steps where most methods 
do not take the necessary steps for ensuring a high-performance result. In this manuscript, 
the most effective machine learning models, as well as deep learning models, for predicting 
deterioration of patients are discussed in hopes of assisting the readers with ascertaining 
the best possible solutions for this problem.

Keywords  Deep learning · Deterioration · Early Warning Score systems · Machine 
learning and prediction

1  Introduction

Several variables can be associated with the deterioration of a patient’s health (Hu et al. 
2016; Churpek et al. 2014, 2013; Smith et al. 2013), where there is a need to transfer the 
patient to an ICU or a Coronary Care Unit (CCU) (Quinten et al. 2018) due to factors such 
as liver or kidney injury and respiratory failure. In other instances, the patient might need 
to revisit the Emergency Department (ED) or be transferred to other specialized hospitals 
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for emergency surgical treatment (Mochizuki et  al. 2017). Some studies have identified 
various variables resulting in the transfer of patients from a general ward to ICU, such 
as positive pressure ventilation, vasopressors fluid resuscitation, or any other immediate 
procedure two hours before or twelve hours after the transfer to represent the patient’s dete-
rioration (Wellner et al. 2017; Bonafide et al. 2014). Other studies used a deviation from 
an outlined standard treatment procedure within 2–24 h of arrival at a hospital (Henriksen 
et al. 2014) or hospital readmission within a 30-day window as variables associated with 
the deterioration of the patient’s health (Mochizuki et al. 2017; Wellner et al. 2017). While 
there is a broad set of definitions on what constitutes deterioration, studies have shown the 
value of these variables in determining and reducing the risk of mortality (Quinten et al. 
2018; Mochizuki et al. 2017).

Early Warning Score (EWS) systems are a commonly used approach for estimating the 
patient’s deterioration and enabling the administration of pre-emptive treatments by pro-
viding early warnings (Hu et al. 2016; Quinten et al. 2018; Kivipuro et al. 2018; Singer 
et al. 2016; Panday et al. 2017) using variables associated with the deterioration of patient’s 
health. EWS systems work by assigning a score to various measurements based on a pre-
defined range and using the combination of these scores as a threshold for providing early 
warnings to the medical team. It should be noted that monitoring the patient’s deterioration 
is performed using Track and Trigger (T&T) systems (Smith et al. 2008) in place of EWS 
in some hospitals. Similar to EWS, T&T systems depend on periodic measurements of 
vital signs (tracking) with a prior action (triggering) when a specified threshold is reached. 
Both EWS and T&T systems are based on interchangeable concepts and can be considered 
to have the same weaknesses and strengths (Liaw et al. 2011; Grant 2018).

A study by Prytherch et  al. (2006) showed that some EWS systems used in hospitals 
rely on conventional pen and paper for charting scores for various measurements which 
not only might result in reduced accuracy; it can also reduce the speed at which predic-
tions are determined. While this pen and paper approach is still in use in many modern 
health care facilities, many have moved on to a continuous monitoring solution for detect-
ing various measures related to a patient’s health with some monitoring measures extended 
to the daily life of patients such as wrist wearable heart rate monitors (Tilly et al. 1995). 
However, equipment costs prohibit the hospitals from providing continuous monitoring 
solutions to all patients, while the pen and paper approach consumes the time of physi-
cians and nurses. Additionally, EWS and T&T systems often suffer from unnecessarily 
high alarm rates, which can cause alarm fatigue, which reduces the probability of a timely 
response to alarms (Gao et al. 2006; Paradiso 2003; Rothman et al. 2013). With the recent 
increases in data storage capacity and increased amounts of patient data gathered from var-
ious monitoring solutions, many studies have focused on developing more accurate and 
reliable automated prediction algorithms for EWS and T&T systems (Churpek et al. 2014; 
Edelson et al. 2018; Newman 2017; Schmid et al. 2013; Li and Clifford 2012; Scalzo et al. 
2012; Liu et al. 2012; Mardini et al. 2012; Young et al. 2003; Mokart et al. 2013). Predic-
tion algorithms mainly depend on a sufficient observation window and a sufficient predic-
tion window where there is a trade-off between the accuracy and the window size. In the 
observation window, independent variables (predictors) are generated for a specific period, 
whereas the dependent variable comes from the prediction window (Wiley and Pace 2015). 
Figure  1 illustrates the observation window and the prediction window with respect to 
time.

The rest of the manuscript is organized as follows: Sect.  2 highlights different per-
formance measures used in literature. Section  3 illustrates Medical Information Mart 
for Intensive Care (MIMIC) dataset and its different releases. Section  4 mentions some 
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EWS systems. Section 5 discusses different learning models in the prediction of patients’ 
deterioration such as systems designed for monitoring signs of cardiac arrest, systems 
designed for monitoring predicting transfer of patients to ICUs or pediatric ICUs as well 
as unplanned readmissions. Furthermore, various systems designed for monitoring predic-
tors, which can be associated with the deterioration of the patient’s health, will also be 
discussed. Section 6 begins by discussing steps followed to implement a predictive model. 
The study then describes the data that various studies have collected and the set of clini-
cal events that affects the proposed predictive models. Also, this section illustrates some 
challenges in deep learning time series classifications and widely adopted architectures. 
Conclusions are drawn in the last section.

2 � Performance measures

Despite the utilization of different sources of datasets within the studies in literature, which 
trained, validated, and tested the proposed deterioration prediction models, the perfor-
mance had to be compared and benchmarked with well-established deterioration modeling 
techniques that have been extensively used to predict. Therefore, this section describes the 
different metrics used in binary classification, multi-class classification, and regression in 
order to validate the proposed models and prove its capability of accurately predicting the 
deterioration of patients. Consequently, Clinical prediction models are commonly evalu-
ated using a number of measures that quantify the model’s calibration and discrimination. 
However, utilising these performance metrics provides some difficulties when one seeks 
to predict exceedingly rare outcomes (Saito and Rehmsmeier 2015). The most crucial of 
these is that a classifier that attempts to maximize the accuracy of its classification rule 
when predicting a rare outcome might achieve an accuracy of 99% simply by classifying all 
observations as non-events, and model enhancements (e.g. as quantified by increases in the 
c statistic) are overshadowed by the large true negative rate (Kipnis et al. 2016).

The performance of classification methods is commonly evaluated using their predic-
tions about the class of the input data and the ground truth classes. Often, the perfor-
mance of the classifier is assessed using various metrics, including sensitivity, speci-
ficity, positive predictive value (PPV), negative predictive value (NPV) and accuracy 
using a confusion matrix. A confusion matrix representing the outcome of a binary clas-
sifier (normal/abnormal) is presented in Fig.  2. True positive (TP) indicates the num-
ber of correctly predicted abnormal classes and true negative (TN) shows the number 
of correctly predicted normal classes. The incorrect prediction of abnormal classes is 
represented as false negative (FN), and the incorrect prediction of normal objects is 

Observation window Prediction window

Time

Index date Onset date

Fig. 1   The observation window and the prediction window with respect to time
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presented using false positive (FP) values. Receiver operating characteristics (ROC) 
and area under receiver operating characteristics (AUROC) are also amongst the most 
popular measures for evaluating the performance of various machine learning meth-
ods. Receiver operative characteristics (ROC) is a two-dimensional graph for visuali-
zation, organization, and selection of different classifiers based on their performance. 
The graph axis represents relative tradeoffs between benefits (true positives) plotted on 
the y-axis and costs (false positives) plotted on the x-axis (Fawcett 2006) with AUROC 
signifying the degree or measure of separability (efficiency of discriminating between 
classes). Higher the AUROC, the better the model is at predicting actual classes.

F-score, a measure that combines precision and recall, is the harmonic mean of pre-
cision and recall with the traditional F-score calculated using the following formula:

The Likelihood Ratio (LR) is the likelihood that a particular test result would be 
anticipated in a patient with the target disorder matched to the likelihood that the same 
result would be anticipated in a patient without the target disorder. This performance 
measure has advantages over sensitivity and specificity because it is less likely to vary 
with the dominance of the disorder, may be considered for different levels of the symp-
tom/sign or test, may be utilized to combine the results of several diagnostic tests and 
can be utilized to calculate post-test probability for a target disorder (Taylor and Creel-
man 1967). An LR greater than 1 results in a post-test probability that is higher than the 
pre-test probability, while an LR of less than 1 results in a post-test probability that is 
lower than the pre-test probability. If the pre-test probability lies between 30 and 70%, 
then test results with a very high LR rule in disease; a very low LR (say, below 0.1) vir-
tually rules out the probability that the patient has the disease.

(1)F × score = 2 ∗
Precision ⋅ Recall

Precision + Recall

Fig. 2   Confusion matrix with evaluation metrics derived from it
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In Multi-class classification, it is important to consider the response variable y and 
the prediction variable ý as two discrete random variables. These variables presume val-
ues in range 1 to K and each number signifies a different class. The algorithm comes up 
with the probability that a certain unit adopts one potential class, then a classification 
rule is utilized to assign a single class to each individual. The rule is usually very plain 
andthe most widespread rule assigns a unit to the class with the highest probability. Per-
formance metrics are very valuable when the purpose is to calculate and compare differ-
ent classification models. Balanced Accuracy is a well-known metric both in binary and 
in multi-class classification. It gives the same weight for each class and its insensibility 
to class distribution helps to spot possible predictive problems also for rare and under-
represented classes. Moreover, Balanced Accuracy Weighted can be a good performance 
indicator when the objective is to train a classification algorithm on a wide number of 
classes. This metric lets to keep separate algorithm performances on the various classes, 
so that it allows to trace which class causes poor performance (Grandini et al. 2020).

When it comes to multi-class cases, F1-Score has to comprise all the classes. Thus, 
it is required a multi-class measure of Precision and Recall being included into the har-
monic mean. Such metrics might have two various specifications, giving rise to two 
different metrics: Micro F1-Score and Macro F1-Score. To achieve Macro F1-Score, it 
is required to compute Macro-Precision and Macro-Recall before. They are respectively 
calculated by taking the average precision for each predicted class and the average recall 
for each actual class. Therefore, the macro approach implies all the classes as basic ele-
ments of the calculation where each class has the same weight in the average, so that 
there is no discrepancy between highly and poorly populated classes. On the other hand, 
to acquire Micro F1-Score, it is required to calculate Micro-Precision and Micro-Recall 
before. The idea of Micro-averaging is to consider all the units together, without taking 
into consideration possible differences between classes Grandini et al. (2020).

Model evaluation is very important in data science. It helps to understand the per-
formance of the regression model and makes it easy for presentation. In fact, there are 
several evaluation metrics out there but only some of them are appropriate to be utilised 
for regression. R Square measures how much of variability in dependent variable could 
be clarified by a model. It is square of Correlation Coefficient (R) and that is why it is 
called R Square. This metric is calculated by the sum of squared of prediction error 
divided by the total sum of square which replace the calculated prediction with mean. R 
Square value ranges between 0 to 1 and bigger value implies a better fit between predic-
tion and actual value (Legates and McCabe Jr 1999). R Square is measured using the 
following formula:

where yi is the real output and ŷi is the predicted output. Another metric used to meas-
ure the performance of regression is the Mean Square Error (MSE) which is an absolute 
measure of the goodness for the fit. It is calculated by the sum of square of prediction error 
which is real output minus predicted output and then divided by the number of data points. 
It gives an absolute number on how much the predicted results deviate from the actual 
number. It cannot clarify much insights from one single result but it supplies a real number 
to compare against other model results and help to select the best regression model (Nicol-
son and Paliwal 2019). MSE is calculated using the following formula:

(2)R2
= 1 −

∑
i

�
yi − yî

�2

∑
i

�
yi − yi

�2
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where N is the number of points. Another metric and utilized more than MSE to measure 
regression is the Root Mean Square Error (RMSE) which is the square root of MSE. It is 
utilised more frequently than MSE because firstly sometimes MSE value could be too big 
to compare simply. Secondly, MSE is calculated by the square of error, and hence square 
root brings it back to the same level of prediction error and make it easier for interpretation 
(Wang and Lu 2018). Mean Absolute Error (MAE) is similar to MSE. Though, rather than 
the sum of square of error in MSE, MAE is taking the sum of absolute value of error (Qi 
et al. 2020). This metric is calculated using the following formula:

In fact, MAE is a more direct representation of sum of error terms. Whereas MSE gives 
larger penalisation to big prediction error by square it while MAE treats all errors the same. 
MSE, RMSE or MAE are better to be utilised to compare performance between different 
regression models than R Square. However, it makes total sense to utilise MSE if value is 
not too big and MAE if there is a tendance to penalize large prediction error. Moreover, 
fireworks algorithm (FWA) is a meta-heuristic method and extensively utilised in continu-
ous (i.e. regression). The key points of FWA are to define a proper neighborhood structure 
for introducing the local search procedure and to explore a metric for quantifying the dis-
parity between solutions. It can process linear, non-linear, and multi-model test functions 
and is suitable to implement in parallel. Most important of all, FWA has a good conver-
gence property and can always find the global optimal solutions (Liu et al. 2015).

Some works use statistical metrics to evaluate performance of the proposed models such 
as c-static value. Wellner et  al. (2017) utilize this metric where it reveals the superior-
ity of different measurements. Authors use this metric to demonstrate the time-dependent 
changes in c-static values (Fukushima et al. 2011). Another statistical metric is the likeli-
hood which measures the goodness of fit of a statistical model to a sample of data for given 
values of the unknown parameters. It is calculated by dividing the number of events by the 
number of possible outcomes which will generate the probability of a single event occur-
ring (Pawitan 2001).

3 � MIMIC dataset

Medical Information Mart for Intensive Care (MIMIC) (Johnson et al. 2016a, b, c) is a rela-
tional dataset of patients who stayed at critical care units at a large medical center in Bos-
ton, Massachusetts, USA. The MIMIC dataset, periodically updated with new cases added 
and mistakes amended, contains information about each patient starting from admission 
to hospital until discharge or death (in-hospital or in some cases out-hospital) along with 
laboratory test results and possible admittances to several medical care units such as Medi-
cal Intensive Care Units (MICU), Surgical Intensive Care Units (SICU), Coronary Care 
Unit (CCU), Cardiac Surgery Recovery Unit (CSRU) and Trauma Surgical Intensive Care 
Unit (TSCU) (Johnson et al. 2016a, b, c). There are three main releases of this open-source 
dataset known as MIMIC, MIMIC-II, and MIMIC-III (Johnson et al. 2018) with the latest 
version of MIMIC III (version 1.4) released on 2 September 2016 which includes the data 
of patients who were admitted between 2001 and 2012. The MIMIC-I (Saeed et al. 2011) 

(3)MSE =
1

N
−

∑(
yi − yî

)2

(4)MAE =
1

N
−

∑|||
yi − yî

|||
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Dataset contains data recorded from over 90 ICU patients containing signals and periodic 
measurements gained from a bedside monitor and clinical data gained from the patient’s 
medical record. It is the first attempt (1992–1999) to build a collection of multi-parameter 
recordings of ICU patients. The recordings differ in length; virtually all of them are at least 
20 h, and many are 40 h or more. In all, the dataset covers approximately 200 patient-days 
of real-time signals and accompanying data. Each record normally comprises of a number 
of hundred individual files. The data acquired from the bedside monitors are divided into 
files each involving 10 min of recorded signals, which can then be assembled without gaps 
to form a continuous recording. For this reason, each record is kept in a separate directory, 
named after the record, it contains. About the only advantage of MIMIC-I over MIMIC II 
is that the ECG signals in MIMIC-I were recorded at 500 samples per second with 12-bit 
precision and negligible jitter, whereas those in MIMIC II contain 125 "peak-picked" sam-
ples per second with 8- or 10-bit precision and ± 6 ms jitter.

All data within MIMIC-I was later incorporated into the MIMIC-II and covering the 
period 2001–2008 (Saeed et  al. 2011) dataset with the patients de-identified in compli-
ance with Health Insurance Portability and Accountability Act (HIPAA) standards to ena-
ble public access to the dataset. MIMIC-II contains a diverse and substantial population 
of intensive care unit patient stays and contains comprehensive and detailed clinical data, 
comprising physiological waveforms and a minute-by-minute subset of records. A highly 
utilized version of the MIMIC-II Clinical Dataset is the v2.6, released in April 2011. It 
contains 32,536 subjects (with 40, 426 ICU admissions) admitted to medical, surgical, car-
diovascular, and neonatal ICUs, surgical recovery units, and coronary care units at a single 
tertiary care hospital including approximately 7000 neonates.

MIMIC-III (Komorowski et  al. 2018) is an extension of MIMIC-II by adding more 
data collected between 2008 and 2012. It contains 53,423 hospital admissions for adult 
patients and 8,100 neonates. The median age of adult patients in the dataset is 65.8 years, 
with 44.1% of patients being female. A mean of 4579 charted observations and about 380 
laboratory measurements are obtainable with about 30 vital signs recorded once a minute 
with an amplitude resolution of up to 16 bits for every hospital admission (Johnson et al. 
2017a, b). Also, many elements of the dataset have been regenerated from the raw data in a 
more robust manner to ensure the quality of the data. Additionally, the MIMIC-III dataset 
includes admission and discharge dates along with the location and the initial diagnosis on 
admission.

There are many several updates and changes between the different releases of MIMIC 
database. In MIMIC-III dataset, many data elements have been regenerated from the raw 
data in the previous releases in a more robust manner to improve the quality of the underly-
ing data. The original Philips CareVue system (which acquired data from 2001 to 2008) 
was replaced with the new Metavision data management system (which continues to be 
utilized to the present). In MIMIC-II there were multiple tables including the same col-
umn name, ITEMID, but referring to various concepts. In attempt to alleviate confusion, 
MIMIC-III has merged all these tables into a single table. The  ITEMID  for laboratory 
measurements in the D_LABITEMS and LABEVENTS tables in MIMIC-II do not match 
the  ITEMID  for laboratory measurements in MIMIC-III. Hence, a mapping table was 
provided to facilitate the updating of queries which utilise this table. Moreover, ADMIS-
SIONS table in MIMIC-III is sourced from the hospital database, rather than the ICU 
database in MIMIC-II where admission and discharge dates have the time components. 
The CENSUSEVENTS table was utilised in MIMIC-II to track patient hospital admis-
sions was replaced by TRANSFERS table in MIMIC-III, hence providing greater granular-
ity and easier tracking of a patient’s hospital course. DEMOGRAPHIC_DETAIL table in 
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MIMIC-II was merged into ADMISSIONS table in MIMIC-III. In fact, most of the studies 
in this work used data extracted from an open source that can be easily benchmarked and 
generalising the results achieved to overcome the problem of generalisation due to data 
from hospitals specialized in certain diseases, or patients with certain diseases. Table  1 
summarises the differences and improvements among MIMIC-II and MIMIC-III datasets.

4 � EWS systems

Morgan, Williams, and Wright (Morgan et al. 1997) proposed the first EWS system based 
on six physiological parameters of the patient’s vital signs, namely heart rate, respiratory 
rate, systolic blood pressure, temperature, consciousness level and saturation of oxygen 
in the blood for detecting early signs of deterioration. Since then, many other and more 
expanded EWS systems have been proposed with the Modified Early Warning Score 
(MEWS) (Panday et al. 2017), the VitalPAC Early Warning Score (ViEWS) (Plate et al. 
2018), and the National Early Warning Score (NEWS) (Williams et  al. 2012) being the 
most prominent. NEWS, introduced in 2012 and updated in 2017, is the most common sys-
tem which has been endorsed by the National Health Service (NHS) of England and is the 
approved EWS system for use in hospitals in England and was adopted by 70% of hospitals 
by 2015 (Hogan et al. 2019). It should be noted that each EWS system has its own defini-
tion of what a pre-defined range constitutes as normal. In Table  2 are shown examples 
of these ranges for Respiratory Rate (RR), Saturation of Oxygen in Blood (SpO2), Sys-
tolic Blood Pressure (SBP) (i.e. the pressure created by the beating of the heart muscle), 
Heart Rate (HR), Consciousness Level and Temperature (Temp). Considerable differences 
in normal ranges used in EWS systems, especially in respiratory rate, SpO2, and SBP, can 
be observed.

As is with other fields related to medical data analysis (Kononenko 2001; Lavrač 1999), 
machine learning-based automatic analysis of patient data has become a common approach 
in EWS systems with Support Vector Machine (SVM) (Kate et al. 2016; Mao et al. 2012), 
Logistic Regression (Quinten et al. 2018; Kate et al. 2016; Mao et al. 2012; Spångfors et al. 
2016; Churpek et al. 2016; Zhai et al. 2014; Kipnis et al. 2016), Decision Tree (AlNuaimi 
et  al. 2015), Naive Bayes (NB) (Kate et  al. 2016; Masud and Al Harahshen 2016), and 
Neural Network (NN) (Hu et al. 2016; Wellner et al. 2017) based methods being the most 
prominent. With the ability to identify intricate non-linear pattserns in the data, machine 
learning-based EWS and T&T systems aim to improve the predictive accuracy and reduce 
false alarm rate (Hu et al. 2016; Manning et al. 2014; LeCun et al. 2015; Zheng et al. 2016) 
with these systems shown to improve the survival rate of high-risk patients (Stanzani and 
Lewis 2018).

5 � Learning models in the prediction of patients’ deterioration

Patients in either general-surgical wards or ICUs suffer from adverse events such as sudden 
transfer to ICU (Wellner et al. 2017), cardiac arrests (Byrd et al. 2014) or even mortality 
(Rajkomar et  al. 2018; Taylor et  al. 2016; Hoogendoorn et  al. 2016) that can show evi-
dence of physiologic derangement prior to their deterioration. Despite the disagreement of 
a specific definition of deterioration, increasing availability of EHRs, and freely accessible 
critical care databases, predictive models that use machine learning and deep learning are 



1063Use of learning approaches to predict clinical deterioration…

1 3

Ta
bl

e 
1  

D
iff

er
en

ce
s a

nd
 Im

pr
ov

em
en

ts
 a

m
on

g 
M

IM
IC

-I
I a

nd
 M

IM
IC

-I
II

 d
at

as
et

s

M
IM

IC
-I

I
M

IM
IC

-I
II

Im
pr

ov
em

en
t

D
at

a 
co

lle
ct

ed
 b

et
w

ee
n 

20
01

 a
nd

 2
00

8
A

ug
m

en
ts

 d
at

a 
in

 M
IM

IC
-I

II
 w

ith
 n

ew
ly

 c
ol

le
ct

ed
 d

at
a 

be
tw

ee
n 

20
08

 a
nd

 2
01

2
In

cr
ea

si
ng

 th
e 

vo
lu

m
e 

of
 d

at
a 

to
 c

ov
er

 m
or

e 
ca

se
s a

nd
 

pa
tie

nt
s

Re
ge

ne
ra

tin
g 

m
an

y 
da

ta
 e

le
m

en
ts

 fr
om

 th
e 

ra
w

 d
at

a 
in

 
a 

m
or

e 
ro

bu
st 

m
an

ne
r t

o 
im

pr
ov

e 
th

e 
qu

al
ity

 o
f t

he
 

un
de

rly
in

g 
da

ta
U

se
d 

th
e 

or
ig

in
al

 P
hi

lip
s C

ar
eV

ue
 sy

ste
m

Re
pl

ac
ed

 w
ith

 th
e 

ne
w

 M
et

av
is

io
n 

da
ta

 m
an

ag
em

en
t 

sy
ste

m
 (w

hi
ch

 c
on

tin
ue

s t
o 

be
 u

se
d 

to
 th

e 
pr

es
en

t)
A

dd
in

g 
ne

w
 d

at
a

M
ul

tip
le

 ta
bl

es
 c

on
ta

in
in

g 
th

e 
sa

m
e 

co
lu

m
n 

na
m

e,
 

IT
EM

ID
, b

ut
 re

fe
rr

in
g 

to
 d

iff
er

en
t c

on
ce

pt
s

M
er

gi
ng

 (D
_C

H
A

RT
IT

EM
S,

 D
_I

O
IT

EM
S,

 D
_M

ED
-

IT
EM

S)
 ta

bl
es

 in
to

 a
 si

ng
le

 ta
bl

e 
(i.

e.
 D

_I
TE

M
S)

 a
nd

 
de

le
tin

g 
D

_C
O

D
ED

IT
EM

S 
ta

bl
e 

an
d 

D
_P

A
R

A
M

-
M

A
P_

IT
EM

S 
ta

bl
e

A
D

M
IS

SI
O

N
S 

is
 so

ur
ce

d 
fro

m
 th

e 
IC

U
 d

at
ab

as
e

A
D

M
IS

SI
O

N
S 

is
 so

ur
ce

d 
fro

m
 th

e 
ho

sp
ita

l d
at

ab
as

e
Pr

es
en

tin
g 

tim
e 

co
m

po
ne

nt
 o

f a
dm

is
si

on
 a

nd
 d

is
ch

ar
ge

 
da

te
s, 

di
sc

ha
rg

e 
lo

ca
tio

n,
 d

ia
gn

os
is

 o
n 

ad
m

is
si

on
, E

D
 

re
gi

str
at

io
n,

 a
nd

 e
xi

t t
im

e
Th

e 
C

EN
SU

SE
V

EN
TS

 ta
bl

e 
w

as
 u

se
d 

in
 M

IM
IC

-I
I t

o 
tra

ck
 p

at
ie

nt
 h

os
pi

ta
l a

dm
is

si
on

s
Th

is
 ta

bl
e 

ha
s b

ee
n 

re
m

ov
ed

 a
nd

 re
pl

ac
ed

 w
ith

 th
e 

TR
A

N
SF

ER
S 

ta
bl

e
Tr

ac
ki

ng
 th

e 
ad

m
is

si
on

, d
is

ch
ar

ge
, t

ra
ns

fe
r (

A
D

T)
 d

at
a 

of
 

a 
pa

tie
nt

 th
ro

ug
ho

ut
 th

e 
en

tir
e 

ho
sp

ita
l s

ta
y,

 su
pp

ly
in

g 
gr

ea
te

r g
ra

nu
la

rit
y 

an
d 

ea
si

er
 tr

ac
ki

ng
 o

f a
 p

at
ie

nt
’s

 
ho

sp
ita

l c
ou

rs
e

Th
e 

A
D

T 
da

ta
 o

ffe
rin

g 
in

fo
rm

at
io

n 
re

ga
rd

in
g 

w
ar

d 
lo

ca
-

tio
n

Th
e 

A
D

T 
da

ta
 h

as
 fe

w
er

 e
rr

on
eo

us
 a

dm
is

si
on

s:
 fr

eq
ue

nt
ly

 
th

e 
IC

U
 d

at
ab

as
e 

in
vo

lv
ed

 e
rr

on
eo

us
 e

nt
rie

s b
as

ed
 o

n 
ac

ci
de

nt
al

 a
dm

is
si

on
/d

is
ch

ar
ge

s
Pr

ov
id

in
g 

th
e 

A
D

T 
da

ta
 fo

r a
ll 

pa
tie

nt
s i

n 
th

e 
IC

U
 

da
ta

ba
se

Th
e 

D
EM

O
G

R
A

PH
IC

_D
ET

A
IL

 ta
bl

e 
pr

ov
id

ed
 e

xt
ra

 
st

at
ic

 in
fo

rm
at

io
n 

re
ga

rd
in

g 
a 

pa
tie

nt
 w

hi
ch

 ra
re

ly
 

ch
an

ge
d 

th
ro

ug
ho

ut
 a

n 
ad

m
is

si
on

D
EM

O
G

R
A

PH
IC

_D
ET

A
IL

 ta
bl

e 
m

er
ge

d 
in

to
 A

D
M

IS
-

SI
O

N
S 

ta
bl

e
Im

pl
em

en
tin

g 
th

e 
ne

w
 A

D
M

IS
SI

O
N

 ta
bl

e 
fro

m
 th

e 
ho

sp
ita

l d
at

ab
as

e 
w

hi
ch

 c
on

ta
in

s t
he

 sa
m

e 
se

t o
f d

em
o-

gr
ap

hi
cs

D
RG

EV
EN

TS
 ta

bl
e

It 
ha

s b
ee

n 
re

na
m

ed
 D

RG
CO

D
ES

Im
pr

ov
in

g 
th

e 
cl

ar
ity

 o
f t

he
 d

at
a

IC
D

9 
ta

bl
e

It 
ha

s b
ee

n 
re

na
m

ed
 to

 D
IA

G
N

O
SE

S_
IC

D
C

la
rif

yi
ng

 th
e 

co
nt

en
t o

f t
he

 ta
bl

e



1064	 T. I. Al‑Shwaheen et al.

1 3

Ta
bl

e 
1  

(c
on

tin
ue

d)

M
IM

IC
-I

I
M

IM
IC

-I
II

Im
pr

ov
em

en
t

IO
EV

EN
TS

 a
nd

 M
ED

EV
EN

TS
 ta

bl
es

D
at

a 
in

 th
e 

IO
EV

EN
TS

 a
nd

 M
ED

EV
EN

TS
 ta

bl
es

 is
 

in
vo

lv
ed

 in
 th

e 
O

U
TP

U
TE

V
EN

TS
, I

N
PU

TE
V

EN
TS

_
C

V
 a

nd
 IN

PU
TE

V
EN

TS
_M

V
 ta

bl
es

C
on

so
lid

at
in

g 
th

es
e 

ta
bl

es
 to

 e
as

e 
qu

er
yi

ng
 fo

r d
ru

g 
de

liv
er

ie
s

PO
E_

M
ED

 a
nd

 P
O

E_
O

R
D

ER
 ta

bl
es

Th
ey

 h
av

e 
be

en
 m

er
ge

d 
in

to
 a

 si
ng

le
 ta

bl
e 

na
m

ed
 

PR
ES

C
R

IP
TI

O
N

S
C

la
rif

yi
ng

 th
e 

co
nt

en
t o

f t
he

se
 ta

bl
es

H
A

D
M

_I
D

H
A

D
M

_I
D

 h
av

e 
be

en
 re

ge
ne

ra
te

d
D

iff
er

en
tia

tin
g 

th
e 

ne
w

ly
 g

en
er

at
ed

 H
A

D
M

_I
D

 th
at

 ra
ng

e 
fro

m
 1

00
,0

00
 to

 1
99

,0
00

 fr
om

 o
th

er
 ID

s
IC

U
ST

A
Y

_I
D

IC
U

ST
A

Y
_I

D
 h

av
e 

be
en

 re
ge

ne
ra

te
d

Pr
ev

en
tin

g 
co

nf
us

io
n 

of
 th

e 
ne

w
ly

 g
en

er
at

ed
 IC

U
ST

A
Y

_
ID

 th
at

 ra
ng

e 
fro

m
 2

00
,0

00
 to

 2
99

,0
00

 w
ith

 o
th

er
 ID

s
–

A
 n

ew
 a

dd
ed

 C
A

LL
O

U
T 

ta
bl

e
Pr

ov
id

in
g 

da
ta

 b
ot

h 
on

 w
he

n 
th

e 
pa

tie
nt

 w
as

 c
on

si
de

re
d 

re
ad

y 
fo

r d
is

ch
ar

ge
 a

nd
 w

he
n 

th
e 

pa
tie

nt
 re

al
ly

 le
ft 

th
e 

IC
U

–
A

 n
ew

 a
dd

ed
 P

RO
C

ED
U

R
ES

_I
C

D
ta

bl
e

O
ffe

rin
g 

IC
D

-9
 c

od
es

 fo
r p

ro
ce

du
re

s i
n 

th
e 

PR
O

C
E-

D
U

R
ES

_I
C

D
 ta

bl
e

–
N

ew
 a

dd
ed

 IN
PU

TE
V

EN
TS

_C
V

 ta
bl

e 
an

d 
IN

PU
TE

V
EN

TS
_M

V
 ta

bl
e

C
om

pr
is

in
g 

tw
o 

di
ffe

re
nt

 m
on

ito
rin

g 
sy

ste
m

s t
ha

t w
er

e 
op

er
at

in
g 

in
 th

e 
ho

sp
ita

l o
ve

r t
he

 d
at

a 
co

lle
ct

io
n 

pe
rio

d
–

A
 n

ew
 a

dd
ed

 O
U

TP
U

TE
V

EN
TS

 T
ab

le
2

Re
co

rd
in

g 
da

ta
 a

bo
ut

 o
ut

pu
ts

 in
 a

 c
on

si
ste

nt
 fa

sh
io

n 
fo

r 
th

e 
M

et
av

is
io

n 
an

d 
C

ar
eV

ue
 d

at
ab

as
es

CO
M

O
R

B
ID

IT
Y

_S
CO

R
ES

D
EM

O
G

R
A

PH
IC

EV
EN

TS
, D

_D
EM

O
G

R
A

PH
IC

-
IT

EM
S

D
_C

A
R

EU
N

IT
S

D
_C

O
D

ED
IT

EM
S

D
_P

A
R

A
M

M
A

P_
IT

EM
S

IC
U

ST
A

Y
_D

ET
A

IL
S

PA
R

A
M

ET
ER

_M
A

PP
IN

G
W

AV
EF

O
R

M
_*

, D
_W

AV
EF

O
R

M
_S

IG
N

A
LS

Th
es

e 
ta

bl
es

 h
av

e 
be

en
 re

m
ov

ed
 in

 M
IM

IC
-I

II
Pr

ov
id

in
g 

m
uc

h 
m

or
e 

effi
ci

en
t i

n 
te

rm
s o

f d
at

a 
tra

ns
fe

r
C

la
rif

yi
ng

 th
at

 th
es

e 
da

ta
 a

re
 n

ot
 “

ra
w

” 
in

 th
at

 th
ey

 a
re

 
no

t a
cq

ui
re

d 
di

re
ct

ly
 fr

om
 th

e 
da

ta
ba

se
s b

ut
 ra

th
er

 
sy

nt
he

si
ze

d 
vi

ew
s o

f t
hi

s d
at

a



1065Use of learning approaches to predict clinical deterioration…

1 3

becoming feasible and motivated. This study tries to explore predictive models that aim to 
predict deterioration of patients using learning algorithms. Thus, learning algorithms pro-
posed in the literature can be (widely) categorized into three categories. The first category 
includes systems designed for monitoring in-hospital patients for signs of cardiac arrest 
that could lead to sudden clinical deterioration. The second category contains systems 
designed for predicting and facilitating the unplanned transfer of patients to ICUs or PICUs 
as well as unplanned readmissions. The third category contains general systems designed 
for monitoring variables that can be associated with the deterioration of a patient’s health 
and have no specific aim other than keeping the patient’s condition under observation.

Predictive models using electronic health record (EHR) data have rapidly advanced 
recently. While model performance metrics have improved considerably, best practices for 
implementing predictive models into clinical settings for point-of-care risk stratification 
are still evolving. Here, we conducted a review of articles describing predictive models 
integrated into EHR systems and implemented to predict deterioration of patients using 
learning algorithms. We limited our review to peer-reviewed journal articles published in 
English with available full text. Our primary eligibility criteria focused on identifying arti-
cles with the following: description of a model predicting deterioration (e.g., not financial 
outcomes), use of EHR data for modeling, automated data extraction for modeling (e.g., 
not manual data entry or manual data calculation by providers), integration of the model 
into the EHR system, and use of learning algorithm to implement predictive models. This 
last criterion was critical given the emphasis of our review on implementation. We did 
not restrict studies to specific types of models—for instance, models using support vector 
machines, Baysian network models, Hidden Markov Models, and various neural network 
architectures were all eligible. However, our definition of “model” did require that there be 
some sort of mathematical calculation involving predictors based on EHR data. Therefore, 
this study tries to find works categorized based on the three categories adopted by this 
study based on the aforementioned aspects.

5.1 � Systems designed for monitoring signs of cardiac arrest

Ordonez et al. (2016) proposed the use of a K-nearest neighbor (kNN) model to predict the 
possibility of patients developing hypotension within the next hour utilizing the patient’s 
heart rate as their variable. The training data contained 58 patients from the 2009 Physio-
Net Challenge (Moody and Lehman 2009), of which 28 experience an episode of hypoten-
sion in the hour following the data capture. In their proposed model, the heart rate time-
series data was converted into a sequenced symbolic representation through the Symbolic 

Table 2   Normal ranges employed in some ews systems

EWS RR SpO2 SBP HR Consciousness Temp (in 
degrees centi-
grade)

Morgan et al. (1997) 9–20  > 92 100–199 50–99 Alert 36 to 37.9
Panday et al. (2017) 9–17  ≥ 93 101–159 51–100 Alert 36.05 to 38
The national EWS 

(NEWS) Williams et al. 
(2012)

12–20  ≥ 96 111–219 51–90 Alert 36 to 37.9
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Aggregate Approximation (SAX) method based on a heuristically determined window size, 
symbols, alphabet and used as the input for the kNN mode with the expectation–maximiza-
tion (EM) algorithm used for optimizing the parameters. Their proposed method was able 
to achieve an accuracy of 0.85, PPV of 0.82, the sensitivity of 0.87, and an F-score of 0.85. 
It is demonstrated that the advantages of k-NN are twofold. First, it is easy to implement as 
in the training phase the only step is storing the training set and their class labels. Second, 
it is flexible to handle diverse data via utilising particular distance metrics. Though, it is 
computationally intensive when training set is very large because it must recognize the k 
nearest neighbor for every testing data (Colque 2018).

Lee and Mark (2010a) used the ANN algorithm to predict hypotensive events (defined 
as a drop in systolic pressure below 100 mm Hg, or diastolic pressure below 65 mm Hg) 
utilizing the patient’s vital signs, HR, SBP, diastolic blood pressure (DBP) (i.e. the pres-
sure exerted by the heart muscle at rest), and Mean Blood Pressure (MBP) as variables. 
They have utilized the publicly available MIMIC-II dataset (Saeed et al. 2002) for design-
ing and validating their proposed method. Depending on the label assigned to each exam-
ple (control or hypotensive), a binary ANN model with a log-sigmoid activation function 
with 20 hidden neurons was trained to predict hypotensive events. Their proposed method 
was able to achieve an AUROC of 0.934. Lee and Mark (2010b) later expanded their pro-
posed ANN model to predict hypotensive events with Mean Arterial Pressure (MAP), 
HR, pulse pressure and relative cardiac output as variables with the pulse pressure derived 
by subtracting diastolic blood pressure from systolic blood pressure and the relative car-
diac output derived by multiplying pulse pressure by the heart rate value. Furthermore, 
the time-series data embedded in the MIMIC-II dataset was reorganized into records, each 
of which corresponded to a particular ICU stay. The study also used age and medication 
information from the MIMIC-II dataset as well as hemodynamic data series and clinical 
data. Each sample consisted of three-time intervals, which were an observation window of 
either 30 or 60 min, a target window of 1 h and a 1- or 2-h gap interval between the win-
dows. The study utilized a minute-by-minute time series for heart rate, systolic blood pres-
sure, diastolic blood pressure, and mean arterial blood pressure with a total of 102 features 
extracted from the observation window for every sample. Data applied to the observation 
window was used to input source for various pattern classifiers and predictions were per-
formed at the end of the observation window with every target window labeled as either 
control or hypotensive. Also, independent neural networks were trained for several gaps 
and observation window sizes, as well as several cross-validation folds and compilation 
modes. An AUROC of 0.918 was achieved by their proposed method, evaluated using five-
fold cross-validation.

The next two studies were verified to explore the importance of extracting data from 
a single medical center rather than MIMIC-II database. Lee et al. (2016a) insisted to use 
the same architecture as before. Thus, Lee et  al. proposed an Artificial Neural Network 
(ANN) based method for predicting the possibility of Ventricular Tachycardia (VT) occur-
ring within the next hour utilizing the patient’s Heart Rate Variability (HRV) and the RR 
variability (RRV) as variables. However, variations within heart rhythms and respiratory 
rhythms are labeled as HRV and RRV, respectively. The ANN model was generated using 
14 parameters obtained from HRV and RRV analysis with the ANN model containing 13 
hidden neurons in the hidden layer. The dataset was gathered from patients admitted to the 
cardiovascular intensive care unit (CICU) at Asan Medical Center between September 2013 
and April 2015. The dataset consisted of 52 recordings acquired one hour before ventricu-
lar events and 52 control readings. The model had an AUROC of 0.93. The study showed 
the possible contribution of combining HRV and RRV in detecting ventricular tachycardia 
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one hour before its onset as the sole use of HRV did not lead to acceptable performance. 
While the study is promising, the limited number of samples (due to limited access to ven-
tricular tachycardia patients) is the main drawback of the study. Ong et al. (2012) utilized 
an SVM based method to predict the possibility of cardiac arrest occurring within a 72-h 
window using variables like HRV, age, sex, medical history, heart rate, BP, SpO2, RR, and 
Glasgow Coma Scale (GCS). The study categorized patients into low, intermediate and 
high-risk groups according to the prediction provided by the SVM. The study was carried 
out in a single healthcare center with the results compared to the Modified Early Warning 
System (MEWS) (Subbe et al. 2001) used in the health center. Their proposed method was 
able to achieve an AUROC of 0.781 with a sensitivity of 0.814 and specificity of 0.723, 
substantially higher than the performance of the MEWS system with an AUROC of 0.680, 
sensitivity of 0.744 and specificity of 0.542. While the study shows that several other vari-
ables such as vital signs and age could be used alongside HRV to forecast the chances 
of cardiac arrest and mortality, their dataset is the limiting factor as they have gathered 
data from emergency department patients in a single-center with the patient conditions not 
being followed after their examination in the emergency department. Additionally, patients 
from various diagnosis groupings were not separated, which might decrease the accuracy 
as the variability in the heart rate of non-cardiovascular patients might differ from cardio-
vascular patients. To conclude, as two different algorithms, SVM and ANN share the same 
concept utilising linear learning model for pattern recognition. The difference is primarily 
on how non-linear data is classified. Fundamentally, SVM employs nonlinear mapping to 
produce the data linear separable, therefore the kernel function is the key. Though, ANN 
utilizes multi-layer connection as well as several activation functions to deal with nonlinear 
issues. Furthermore, single layer ANN can only create linear boundary, and the 2nd layer 
can combine the linear boundary together; while at least three layers are needed to gener-
ate boundary of arbitrary shapes. Subsequently, the training results from SVM have better 
generalization capability than those from ANN. Thus, SVM and ANN are two typical clas-
sifiers which are utilised to validate balanced learning strategy (Ren 2012).

Chen et al. (2017) utilized a random forest classification model to predict Cardio-Res-
piratory Insufficiency (CRI), a term referring to the symptoms associated with the loss of 
normal cardio-respiratory reserve, which is often life-threatening. CRI frequently arises 
in hospitalized patients, but its risk factors have not been studied in detail. Their study 
aimed at defining the risk factors along with a monitoring system for providing early warn-
ing for CRI events. Using standard bedside monitors, they recorded heart rate, respiratory 
rate, SpO2, systolic blood pressure and diastolic blood pressure of 1,880 unique patients 
(1971 admissions) admitted to an adult surgical trauma step-down unit at an urban teach-
ing hospital in Pittsburgh, USA for a window of 4 h before the CRI event. Validated using 
tenfold cross-validation, their proposed method was able to achieve an AUROC of 0.94. 
More work is crucial to integrate insights into a completely operational predictive algo-
rithm and to assess it in a prospective framework. The model was restricted to noninvasive 
vital sign data; using different data types such as lab measurements as well as demographic 
data might further enhance prediction accuracy.

Donald et  al. (2012) used the Bayesian Artificial Neural Network (BANN) to predict 
hypotensive events utilizing the Edinburgh University Secondary Insult Grades (EUSIG) 
definitions for hypotension (systolic arterial pressure < 90 mmHg OR mean arterial pres-
sure < 70 mmHg) using systolic and mean arterial pressure, heart rate, age, and gender. The 
study collected around 2000 events from 22 hospitals in Europe by analyzing the Brain-
IT dataset utilizing 15-min sub-windows starting at 15 and 30 min before an event. Ini-
tial results from the clinical study illustrate a model sensitivity of 0.4095 and specificity 
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of 0.8646. Despite the low performance, it can be considered clinically useful, provided 
the false positives remain low as to be practical in an intensive care environment. It was 
demonstrated that ANN and random forest can be used to implement predictive models. 
It was also found that different vital signs are very important to predict deterioration of 
patients especially when it is associated with the heart like cardiac arrest and ventricular 
tachycardia.

5.2 � Systems designed for monitoring predicting transfer of patients to icus or picus 
as well as unplanned readmissions

Wickramasinghe et al. Wickramasinghe (2017) proposed a Convolutional Neural Network 
(CNN) and logistic regression-based deep learning method called Deepr (short for Deep 
record) for predicting unplanned readmissions after the discharge of hospitalized patients. 
Based on concepts used in natural language processing, their method converts Electronic 
Medical Records (EMRs) into a “sentence” of multiple phrases (with each phrase repre-
senting a visit to the hospital) separated by unique “words” that represent the time gap 
between phrases. Converting patient’s medical information into a sentence makes it pos-
sible to analyze their information accurately and efficiently, as shown by the study utilizing 
a validation dataset containing 300,000 patient records divided into three subsets based 
on the unplanned readmission of patients within different periods. Measures on three and 
six-month unplanned readmission prediction following a random index discharge with and 
without time-gaps show that the proposed model obtained AUROC of 0.795 and 0.800 for 
the three months for without and with time, respectively. The model obtained AUROC of 
0.809 and 0.819 for without time and with time for the six months, respectively.

To signify the importance of merging different types of data. The next two studies use 
vital signs, lab tests to implement the predictive models. These studies were also used the 
same model to predict deterioration of patients which is the neural networks. Wellner et al. 
(2017) proposed a Feed-Forward Neural Network (FFNN) based ANN for predicting the 
unplanned transfer of patients to ICU six hours before the transfer. Their dataset consisted 
of patient information gathered from 3 children’s hospitals, along with notes from the med-
ical team. However, they did not follow any standardization procedures, which resulted in 
noticeable variations in their dataset, such as using three different EHR systems to collect 
data and differences in vocabulary between medical team assessments. Additionally, their 
study suffered from overfitting as they utilized 4000 variables, which included vital signs, 
lab tests, nurse notes and acuity, which constitutes the need for a feature selection step 
in their proposed method. Validated using c-static values across three hospitals, their pro-
posed method was deemed to have an acceptable performance with c-static values for the 
three hospitals being 0.892, 0.902, and 0.899.

Hu et al. (2016) proposed an ANN with 24 hidden neurons to predict clinical deteriora-
tion (i.e., unplanned transfer to ICU or cardiac arrest) utilizing a dataset containing 522 
normal and 43 abnormal cases along with EMRs collected from various centers in United 
States with 15 variables used including vital signs and standard lab tests. While the study 
was aimed at providing a warning to the medical team 4 h before the onset of the patient 
deterioration, the developed ANN was able to provide predictions 8–12 h before deteriora-
tion, thus giving sufficient time for clinical teams to intervene with their proposed method 
achieving a PPV of 0.7758.

To identify early clinical deterioration by combining physiologic and/or laboratory 
measures to generate a quantified score as well as developing and evaluating a machine 
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learning based algorithm to predict the need of pediatric intensive care unit transfer for 
newly hospitalized children; Zhai et al. (2014) proposed a logistic regression method using 
29 variables for predicting unplanned transfer of pediatric patients from general wards to 
pediatric ICU (PICU) 24 h before the transfer. Data used in the study was collected from a 
single PICU health center with 29 variables computed using the patient’s vital signs, hav-
ing a total of 6772 normal and 526 abnormal cases. Their dataset can be considered lacking 
concerning the reliability of data as they considered abnormal cases that were in need of 
transfer to PICU as normal in cases where clinical limitation prohibited the transfer such 
as a lack of beds along with the use of clinical physicians to compensate for missing values 
in the data. While their proposed method achieved an AUROC of 0.912, having a less than 
ideal dataset might have had a negative impact on the accuracy of their proposed method.

5.3 � Systems designed for monitoring variables that can be associated 
with the deterioration of patient’s health

AlNuaimi et  al. (2015) proposed a decision tree-based method for predicting the chance 
of death in patients warded at the ICU. Experimenting using the MIMIC-II dataset, they 
determined that lab tests could be used as variables based on a maximum relevance selec-
tion approach. They further used feature selection and dimensionality reduction techniques 
to obtain the best set of features extracted from lab tests. They implemented and compared 
four different classifiers based on their performance using a ranking system and determined 
that a C4.5 Decision Tree showed the best potential with a mean accuracy of 0.7868. While 
accurate, they recommended that a more extensive dataset coupled with more advanced 
classification and feature selection could drastically increase the accuracy and helping the 
clinical staff in better management of patients. Mochizuki et al. (2017) designed a study to 
validate the applicability of Respiratory Rate (RR) as a vital sign for monitoring deteriora-
tion using statistical analysis. Based on a dataset of 340 cases divided equally to healthy 
and unhealthy cases, their study concluded that the most important vital signs are systolic 
blood pressure, heart rate, respiratory rate, SpO2, body temperature, and Glasgow Coma 
Scale. The study used respiratory rate as a significant factor while deciding whether to 
discharge patients in emergency departments. While their data collection could be con-
sidered less than ideal, as there was a probability that the patient’s vital signs were not 
fully recorded, patients with an increased respiratory rate in the deteriorated group were 
not adequately identified and separated.

Quinten et al. (2018) designed a study to illustrate the importance and effects of frequent 
measurement of patient’s vital signs at the emergency departments in identifying patients 
in danger of clinical deterioration than singular readings of vital signs at the admission to 
the emergency department using Logistic Regression. Their dataset consisted of HR, RR, 
and BP information gathered from a tertiary care teaching hospital with a total of 253 nor-
mal and 106 abnormal cases with a prediction window of 72 h. As was the case with the 
study done by Mochizuki et al. (2017), respiratory rate measurements at triage in the emer-
gency department did not adequately record their dataset resulting in low performance. 
Patients who deteriorated had a lower mean arterial pressure (MAP) and a higher respira-
tory frequency at admission to the emergency department. The base model, extended with 
the patient’s vital signs at emergency department admission, showed that both a higher 
heart rate and a higher respiratory rate were associated with a higher risk of deterioration. 
A higher MAP at ED admission was associated with a lower risk of deterioration. The 
body temperature at ED admission was not independently associated with deterioration. 
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Although the performance of their method can be considered low, it showed the impor-
tance of periodical measurements of patient’s vital signs in ensuring prompt response in 
case of clinical deterioration.

To compare the effectiveness of MIMIC-II database in implementing new predictive 
models to predict deterioration of patients; the next two studies were reviewed. Reyes-
García et  al. (2018) designed a study to illustrate the impact of missing data on predic-
tion models where a General Regression Neural Network (GRNN) algorithm was used for 
modeling forecasted vital signs along with an SVM used for identifying abnormal cases. 
They extracted MAP and HR of patients 25–60 years old as variables from the MIMIC-
II dataset with a prediction window of 1 h with MAP and HR signals stored as minute-
by-minute numeric measurements computationally converted to MAP and HR time series. 
Each time series in the dataset was randomly split into 70% training and 30% testing sets 
with an additional reduced validation set obtained from the whole training dataset that cor-
responded to 10% of the training subset using the k-medoid algorithm (Han et al. 2001). 
Moreover, the study used two methods to label the training dataset. The first method used 
a “fixed ranges-based labeling” that defined a normality threshold with a lower and upper 
limit for every vital sign where measurements of 60–110 for HR and 50–120 for MAP 
with measurements outside these ranges considered abnormal. The second method used 
a clustering algorithm-based labeling that labeled samples in the reduced training dataset. 
The study also included pre-processing steps within the observation window to correct for 
incorrect values consisting of several steps such as interval selection, null values interpola-
tion, peak suppression, and normalization. Achieving a sensitivity of 0.982 and specificity 
of 0.641, their study showed that it might be possible to increase the prediction accuracy of 
EWS systems in cases where some measurements are missing from the data.

Masud and Al Harahshen (2016) designed a study aimed at selecting the most repre-
sentative features computed using variables from laboratory test results for predicting the 
chance of mortality in patients coupled with an ensemble-based classification approach. 
There extracted lab results of 2173 control cases and 1449 abnormal cases (diseased 
patients) from the MIMIC-II dataset with a total of 287 features for each patient. The 
extracted patients with the same set of lab tests were grouped together and further cat-
egorized into five categories, namely new-borns consisting of patients that were younger 
than three months old, infants consisting of patients between four months to two years old, 
children consisting of patients three to seventeen years old, adults consisting of patients 
between eighteen to sixty-four years old and seniors consisting of patients older than 
65 years old with each category being handled as a separate prediction problem. For each 
category, Naïve Bayes (NB), Support Vector Machine (SVM), Random Forest (RF), Deci-
sion Tree (J48), and Bayes Net (BN) classifiers were trained and combined in an ensemble 
based on weighted majority voting. The authors assessed the supposed technique on a real 
ICU patients’ data and accomplished distinguished success in minimizing 50% or more of 
the feature vector while refining the prediction accuracy by 2–5% and achieving more than 
200% speedup in most cases. For the J48 learner applied on the Adult dataset, the weighted 
average f-measures (Fwa) value of Feature Vector Compaction and Ensemble Training 
(FCE) = 0.78, whereas that of the baselines 1 and 2 are 0.72 and 0.71, respectively.

The next two studies demonstrate the importance of International Statistical Classifica-
tion of Diseases and Related Health Problems (ICD codes), and clinical notes to implement 
predictive models for deterioration of patients. Rafiq et al. (2018) designed a study aimed 
at developing deep learning-based methods for identifying the factors contributing to hos-
pital readmissions of patients (within 30-days) with multiple chronic concurrent conditions 
(diabetes, cardiovascular and kidney diseases) known as MCC using sequential Electronic 
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Health Records (EHR) gathered from 610 patient undergoing treatment at Danderyd Hos-
pital in Stockholm, Sweden. Physicians often document their communication about the 
patient’s condition along with treatment plans and outlines as an unstructured, free-flowing 
text in clinical EHR notes, which makes the later assessment of these EHR data tedious 
and time-consuming. Based on the illness, the patients were categorized as having chronic 
obstructive pulmonary disease, kidney transplant, and paroxysmal ventricular tachycar-
dia. In their study, Word2Vec approach (Chien et al. 2018) was used to convert the non-
sequential records in EHR data into a vector form and then a CNN was used to reordered 
and make the EHR sequential. Word2Vec uses procedural codes and diagnoses in the form 
of International Statistical Classification of Diseases and Related Health Problems (ICD 
codes) and converts them to words in the form of output vectors. This sequenced EHR data 
is then used in an RNN deep learning architecture for predicting the hospital readmissions 
with their proposed method achieving an accuracy of 0.794 in predicting the possibility of 
hospital readmissions within a 30-day timeframe. It can be concluded that the main advan-
tage of CNN compared to its predecessors is that it automatically detects the crucial fea-
tures without any human supervision. CNN is also computationally efficient due to the fact 
that it utilises special convolution and pooling operations and performs parameter sharing 
(He et al. 2018).

Chien et al. (2018) designed a study aimed at developing a deep learning-based method 
for identifying and organizing the patient’s information stored in EHR records for use in 
screening methods for ensuring that patients receive care that is consistent with the medical 
institute’s goals and standards. They extracted EHR records, and clinical notes of 58,000 
ICU warded patients from the MIMIC-III dataset divided into 70% training and 30% test-
ing sets. Using the NeuroNER deep learning framework Dernoncourt et al. (2017) which 
is specially designed for recognizing entities of interest in the text (such as location and 
name), their proposed method was able to achieve a sensitivity of 0.935, PPV of 0.905, 
specificity 0.91 and an F-score of 0.92. The Vita Sign Big Data (ViSiBiD) model aimed at 
identifying critical clinical events of home-monitored patients in advance was proposed by 
Forkan et al. (2017) where the model uses heart rate, blood pressure, respiratory rate, blood 
oxygen saturation, and body temperature extracted from the MIMIC-II dataset as the vital 
signs. Their proposed model uses a Random Forest classifier with a simple feature selec-
tion method called "forward feature subset selection" for selecting the most representative 
features. While their proposed method can be considered as one of the better approaches 
as they have used an appropriate set of features, a more complex feature selection step 
combined with a better classifier should further increase the accuracy of their proposed 
method. Aimed at decreasing the workload of hospital staff load, especially in emergency 
conditions, by providing early notifications when there is a sudden and unexpected dete-
rioration of the patient’s health via remote patient monitoring, their proposed method was 
able to achieve an accuracy of 0.9585.

Some studies use different endpoints to measure deterioration. The next two studies use 
the onset of septic shock as the definition of patient’s deterioration. Ghosh et  al. (2017) 
proposed a predictive model to prevent dangerous complications such as sepsis or septic 
shock in ICUs that may produce multiple organ failures and subsequently result in fatali-
ties. The study merges highly informative sequential models obtained from multiple physi-
ological variables and describes the interfaces amongst these models using Coupled Hid-
den Markov Models (CHMM). Models are obtained from three non-invasive waveform 
measurements (minimum of 1 h of measurement) of MAP, HR, and RR of 1310 adult sep-
tic shock patients from the MIMIC-II dataset. The likelihood of the discrete multivariate 
test sequence was estimated at the level of 0.71 by CHMM. Desautels et al. (2016) applied 
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InSight, a machine learning classification system that utilizes multivariable combinations 
of SBP, pulse pressure (PP), HR, Temp, SpO2, age and GCS obtained from the MIMIC-III 
dataset, restricted to intensive care unit (ICU) patients aged 15 years or more. Their pro-
posed InSight system was able to achieve an AUROC of 0.8799. While accurate, the study 
was developed using patient data recorded using the Metavision system, which results in 
only a subset of patients from the MIMIC-III dataset to be included in the study, which can 
severely impact the generalizability of the study.

Tang et al. (2010) proposed an SVM based approach for separating sepsis continuum 
patients into severe sepsis and systemic inflammatory response syndrome (SIRS) groups 
using a dataset comprised of patients at the risk of SIRS/sepsis continuum who visited 
the Emergency Department of the Prince of Wales Hospital from August 2006 to January 
2007. Variables used in the study were the ECG, index finger PPG (Fin-PPG), and ear-lobe 
PPG (Ear-PPG) signals that were measured from the patients in a supine position. Their 
proposed model was able to achieve a sensitivity of 0.94, a specificity of 0.62, PPV of 0.85, 
NPV of 0.83, and an accuracy of 0.84 with the critical limitation of this study being the uti-
lization of a small sample size. Due to the importance of static data (i.e. data that is meas-
ured only once for a patient) such as age, gender and admission type; Crump et al. (2009) 
proposed a Multivariate Bayesian model in conjunction with rule-based time-series sta-
tistical techniques for monitoring of ICU patients using clinical data collected at Virginia 
Commonwealth University (VCU) at Level One Trauma facility containing age, gender, 
admission diagnosis, Temp, HR, and arterial oxygen saturation (SpO2) from 52 patients in 
the ICU. Their proposed Bayesian model was able to achieve an AUROC of 0.70 in detect-
ing patients at risk of deterioration. The low performance of the study can be attributed to 
the small dataset used, which limits the generalizability of their proposed method.

Eshelman et al. (2008) proposed a rule-based method using RIPPER (Repeated Incre-
mental Pruning to Produce Error Reduction) for identifying ICU patients who are at risk of 
becoming hemodynamically unstable using MIMIC-II dataset. The study used 12,695 adult 
patient records collected between 2001 and 2005 for improving and evaluating predictive 
alerts to indicate impending physiologic instability. The proposed model comprises of a set 
of 15 rules with every rule having a list of conditions that have to be fulfilled based on the 
measurements of BUN (blood urea nitrogen), WBC (white blood cell count), PTT (partial 
thromboplastin time), hematocrit, HR, SBP (arterial if available, otherwise non-invasive) 
and Oxygenation Index (OxI) based on the last recorded value for each measurement. Their 
proposed method was able to achieve a sensitivity of 0.6067, a specificity of 0.9285, and a 
PPV of 0.7970. Table 3 summarizes the studies mentioned earlier.

6 � Discussion

This research investigated differences in several proposed models to predict deterioration of 
patients in terms of study goal, variables used, machine-learning techniques, performance, 
and data source. A review of various deterioration prediction techniques from the literature 
makes it clear that most methods are planned around similar fundamental concepts. First, 
case and control groups are identified. Then, predictor variables are determined where vital 
signs and/or lab tests and/or demographic data are often used. Then, the observation win-
dow and prediction window are determined based on the study requirements. Additionally, 
pre-processing steps are often performed for intervals selection, missing values interpo-
lation, peak suppression and normalization. Finally, the model for prediction of patients’ 
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deterioration is implemented and validated. An overview of various techniques proposed 
for the prediction of patients’ deterioration shows that most methods have chosen to use 
features derived from the original set of features proposed by Morgan et al. (1997) for the 
original EWS system, while the MIMIC dataset contains many more features. Some stud-
ies use different types of predictor variables such as vital signs (Zhai et al. 2014; Forkan 
et al. 2017; Chen et al. 2017; Ordoñez et al. 2016; Mochizuki et al. 2017) and/or lab tests 
(Masud and Al Harahsheh 2016; AlNuaimi et al. 2015) and/or demographic data (Wellner 
et al. 2017; Desautels et al. 2016; Donald et al. 2012; Crump et al. 2009). To improve the 
predictive model’s performance and/or to provide more prediction tasks during the imple-
mentation of a model, the combination of several predictors has been proposed by many 
researchers and is adopted by many approaches as studies have shown that the performance 
of the model can be improved by utilizing different types of predictors (Wellner et al. 2017; 
Donald et al. 2012; Crump et al. 2009). Although some studies have used feature selec-
tion for increasing the accuracy and optimize their proposed approach (Huang and Wang 
2006; Capan et al. 2015; AlNuaimi et al. 2015; Forkan et al. 2017), majority of methods 
are focused on a specific task such as mortality prediction (Polley and Van Der Laan 2010), 
condition monitoring (Tlegenov et  al. 2018) and length of stay (Strzelczyk et  al. 2017; 
Morris et al. 2016). While this approach is beneficial in predicting the possible health com-
plications for the admitted patients, they do not utilize all the information gathered, such as 
the results of laboratory testing.

Recently, there is a revolution taking effect in the medical analysis field fuelled by the 
availability of more data combined with more advanced machine learning techniques, with 
the most important challenge being the extraction of beneficial information embedded in 
the data. Furthermore, the adoption of electronic health record (EHR) systems (Wellner 
et al. 2017; Hu et al. 2016; Quinten et al. 2018; Zhai et al. 2014; Lee et al. 2016a; Chen 
et  al. 2017; Ong et  al. 2012; Donald et  al. 2012; Tang et  al. 2010; Crump et  al. 2009); 
Wickramasinghe 2017; Mochizuki et  al. 2017; Rafiq et  al. 2018) has been increasing as 
more medical centers are transitioning to digital record keeping (Johnson et al. 2017a, b). 
This trove of digital clinical data offers a substantial prospect for data mining, machine 
learning and deep learning researchers to solve pressing health care issues, like primary 
triage and risk valuation, prediction of physiologic decompensation, and identification of 
high-cost patients. While the MIMIC dataset provides a large and diverse set of features, 
a few approaches have used deep learning for constructing a predictive model. Pirracchio 
(2016) proposed a Super Learner algorithm (Polley and Van Der Laan 2010), which is an 
ensemble of machine learning algorithms for predicting hospital mortality in ICU patients 
using the data provided by the MIMIC-II dataset. Johnson et al. (2017a, b) compared differ-
ent published studies versus gradient boosting and logistic regression algorithms utilizing 
a plain set of characteristics obtained from the MIMIC-III dataset Johnson et al. (2016a, 
b, c) for ICU mortality prediction. Harutyunyan et al. (2017) experimentally authenticated 
four clinical prediction benchmarking tasks using the MIMIC-III dataset and deep learn-
ing algorithms. Purushotham et al. (2017) has shown that deep learning-based models can 
achieve competitive results on ‘raw’ features without any feature selection. Table 4 sum-
marizes some methods which have utilized a more significant set of features provided by 
the MIMIC-II and MIMIC-III datasets. Interestingly, regular ANN (Hu et al. 2016; Wellner 
et al. 2017; Lee et al. 2016a; Lee and Mark 2010a, 2010b; Donald et al. 2012) is the most 
common neural network technique to predict deterioration of patients and is often used 
with one hidden layer.

One of the main motivations that ANNs with multiple fully connected layers have not 
achieved popularity in various real-world applications for decades is their computation 
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complexity. The idea of deep learning, also inspired by biological processes, powered by 
high performance computing hardware, has made very deep models computationally feasi-
ble for real-world applications (Chen et al. 2019). Even though many models could attain 
promising results, there is still room for more improvement, especially considering the new 
advancements in deep learning and availability of more data such as vital signs, labora-
tory measurements and demographic data. Patient mortality and sudden transfer to ICU 
are considered the most crucial outcome for ICU admission. Accurately predicting mor-
tality and sudden transfer to ICU could help with the assessment of the severity of illness 
and determining the value of novel treatments, interventions and health care policies. Vari-
ous predictive variables from different patients can be assembled for an extended period to 
obtain a large dataset and utilized to implement prognostic models through deep learning 
techniques that can precisely distinguish clinical events. Hence, big data and deep learning 
are potential approaches to build predictive models for different clinical events. With the 
current innovations in deep learning approaches, there is expanding importance in employ-
ing these approaches in healthcare (Che et al. 2015; Oellrich et al. 2016; Lasko et al. 2013). 
The crucial distinction between machine learning and deep learning stems from the way 
data is presented to the network (Chen and Lin 2014). Machine learning algorithms (Hu 
et al. 2016; Quinten et al. 2018; Zhai et al. 2014; AlNuaimi et al. 2015; Lee et al. 2016a; 
Lee and Mark 2010a, 2010b; Forkan et  al. 2017; Chen et  al. 2017; Ghosh et  al. 2017; 
Ordoñez et  al. 2016; Ong et  al. 2012; Tang et  al. 2010; Crump et  al. 2009; Mochizuki 
et al. 2017) quite often require structured data and are not appropriate to work out complex 
set of features that consist of a considerable amount of data while deep learning systems 
(Rafiq et al. 2018; Chien et al. 2018; Purushotham et al. 2017; Pirracchio 2016; Harutyun-
yan et al. 2017; Johnson et al. 2017a, b) can provide better performance.

There is no agreed upon definition for deterioration. However, most definitions agree 
that goal of prediction of deterioration is to prevent adverse events before its occurrence in 
a prediction window that gives sufficient time to the medical team to save patients’ lives. 
There are many learning algorithms available for prediction of deterioration. Most of the 
machine learning algorithms discussed here are categorized as supervised machine learn-
ing. That is where an algorithm (classifier) tries to map inputs to desired outputs utilising a 
specific function. In classification problems a classifier tries to learn several features (vari-
ables or inputs) to predict an output (response). In the case of prediction of patient’s deteri-
oration, a classifier will try to classify patients to be deteriorated or not by learning certain 
characteristics (features) in the training process. Figure 3 below illustrates a flow chart to 
demonstrate the pipelines and indicate the major differences (colored ones) between the 
different adopted proposed methods.

7 � Conclusion

In this paper, various methods were proposed for predicting deterioration in patients using 
machine learning and deep learning. While traditional EWS systems are still commonly 
used for the early identification of deterioration, the availability of large datasets and more 
advanced classification systems have made accurate detection and continuous monitoring 
of patients a possibility. Deep learning methods offer high potentials as the data needed 
for a proper system is already available publicly. More research is needed to identify the 
clinical condition of a patient using the present and past data of several parameters and 
measurements (i.e. periodic data) to discover relationships between various variables 
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(predictors) which might lead to valuable diagnostic or prognostic visions, clarifying the 
consequences of the deterioration for patients. Moreover, the definitions of deterioration, 
where its endpoint measure different tasks such as mortality and/or sudden transfer to ICU 
and/or length of stay and/or decompensation and/or phenotyping, need to be standardized 
for obtaining a more consistent performance among different methods.
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