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Abstract: A pneumatic actuator system is considered extremely nonlinear, making accurate position
control of this actuator difficult to obtain. In this article, a novel cascade fractional-order PID (CFOPID)
controller for the intelligent pneumatic actuator (IPA) positioning system utilizing particle swarm
optimization (PSO) is presented. The pneumatic system was modeled using the system identification
(SI) technique. To demonstrate the effectiveness of the CFOPID controller, a comparison to the FOPID
controller is performed based on the rise, settling, and peak times, peak overshoot, and integral of
square error (ISE). From the results obtained, the proposed CFOPID controller provides superior
control over the FOPID controller. For the application of the position controller, the proposed system
incorporates an intelligent pneumatic actuated ball and beam (IPABB) system. The mathematical
model of the system was developed and validated through a simulation utilizing a PID (outer loop)
and CFOPID controller (inner loop). The suggested controller’s accuracy and robustness have been
studied by a comparative examination of the results obtained utilizing the proposed and other
prior controllers on the same system. The results indicate that the intelligent pneumatic actuator,
when coupled with a CFOPID controller, is capable of controlling the positioning of the ball and
beam system.

Keywords: intelligent pneumatic actuator; system identification technique; cascade fractional-order
proportional–integral–derivative; particle swarm optimization; ball-beam system

1. Introduction

The common application areas of pneumatic systems are mostly in automatic con-
trollers and the automation industry [1]. Pneumatic actuators (PAs) are considered safe
and reliable; they are smaller than most other actuators and exhibit high power-to-weight
ratios [2]. They have a fast time response and can be used in high-temperature or radioac-
tive situations without causing harm. Pneumatic systems have advantages since gases
are not limited by temperature [3–5]. The challenges in controlling PAs are mostly due to
the presence of nonlinearities caused by the pneumatic actuator’s high friction force, air
compressibility, and the valve dead zone [6]. Hence, it is hard to precisely control the PAs.

From the literature [7], there are numerous methods available focusing on improving
the performance of pneumatic positioning systems. Many types of linear controllers (such
as PID and pole placement) and intelligent controllers (such as neural and fuzzy networks)
were researched in the early stages of developing a controller [8].

For example, Faudzi et al. [9] implemented a PI controller on their designed experi-
mental setup while Azman et al. [10] developed a proportional–integral–derivative fuzzy
logic (fuzzy-PID) controller. Based on the results of the simulation and the experiments [10],
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the fuzzy-PID controller yielded the best performance. A pole-placement feedback control
mechanism was presented by Faudzi et al. [11] to control the positioning system of the
IPA system. In addition, IPA system position control was achieved by utilizing a gener-
alized predictive controller based on the bat algorithm (GPC-BA), which was developed
by Mustafa et al. [12]. The use of a predictive functional controller (PFC) for IPA systems’
control was proposed by Osman et al. [13] where a real-time system was developed to
validate the results. However, recently, Azira et al. [14] reported that the control of a
pneumatic positioning system using the predictive functional controller (PFC) with a novel
observer yielded promising results.

In previous decades, due to its increased flexibility in meeting the requirements of
specific control applications, numerous research projects have been carried out in fractional-
order control (FOC) [15,16]. The FOPID controller, on the other hand, has been applied
in diverse areas, such as motor control [17], robotics [18], power systems [19], magnetic
levitation systems [20], and time delay systems [21,22]; it also exhibits superior time
response attributes when compared to systems using a traditional PID controller. Other
research works on FOC include Muftah et al. [23], where a fractional-order PID controller
for the IPA positioning system and its performance were compared with a conventional
PID controller. In addition, Shouran et al. [24] used fractional-order PID for frequency
regulation of a dual-area power system and yielded significant results.

This work is mainly motivated by the need to design and develop a model of the
pneumatic system controller. In this work, to obtain the pneumatic system model, the
system identification (SI) approach was used. The CFOPID design was used as the new
control mechanism for the pneumatic system. To increase the overall system performance,
the proposed controller was comprised of an FOPI and was coupled in cascade with
an FOPD. Meanwhile, to obtain the best possible design of the CFOPID controller, the
PSO method was used by minimizing the time response parameters. The performance of
the controller was evaluated using MATLAB simulation, and the results were compared
to those obtained using fractional-order proportional–integral–derivative (FOPID). To
evaluate the performance of the proposed controllers, a simulated ball and beam system
was used. The ball and beam system is considered a model control engineering concept
whose fundamental notion can serve in stabilizing a wide range of systems. The ball and
beam system is frequently employed mechanically, with a motor, gear, and draw belt, as
well as with a servo motor acting as an actuator to control the angle of the beam [25–27]. In
this study, an intelligent pneumatic actuator was employed to adjust the angle of the beam,
which presents additional challenges for the control system. The system was developed
utilizing multiple techniques, including Newton’s second law, the Lagrangian method,
and conversion to transfer function [25,28]. Newton’s second law served as the basis for
the development of the mathematical model for describing the dynamic behavior of the
proposed system.

This article is organized as follows: Section 2 depicts the dynamic model of the
IPA system as well as the ball and beam system. Section 3 discusses the inner loop and
outer loop controller designs (PID, FOPID, and CFOPID). Meanwhile, the PSO algorithm
is discussed in Section 4. The outcome of the simulation studies for the performance
evaluation of the proposed IPA is presented in Section 5, followed by the discussion of the
intelligent pneumatic actuated ball and beam system (IPABBS) using FOPID/CFOPID and
PID controllers. Finally, Section 6 presents the conclusions.

2. System Modeling

This study focuses on two different design plants, the intelligent pneumatic actuator
(IPA) and the ball and beam (BB). The first plant model was created using SI techniques,
whereas the second plant model was created through the use of mathematical models.
The intelligent pneumatic actuator ball and beam system will be made up of both plants,
i.e., IPABBS.
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2.1. Modeling of the IPA System

As indicated in Figure 1, the IPA employed in this work consists of five comprehensive
components which form an all-in-one actuator system. The five components are optically
encoded data, laser stripe code, pressure sensor, programmable system on chip (PSoC)
board, and valves. The main benefit of this actuator is its ability to determine the desired
output from the feedback inputs through real-time interaction. This actuator features a
0.06 mm laser stripe pitch, a stroke of 200 mm, and a force of 100 N, which allows for
providing great accuracy for position control.
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Figure 1. IPA components.

Using a pressure sensor to monitor the cylinder’s chamber pressure is an important
part of the control process. Driving the cylinder is accomplished by utilizing two on/off
valves installed on the cylinder. The PSoC board, which is attached to the top of the
actuator, is the central processing unit and it has an optical reflecting surface mount
encoder chip. Three components make up this encoder chip: an LED light source, optical
lenses, and a photodetector. Table 1 summarizes the cylinder stroke movements based on
the valve’s conditions.

Table 1. Cylinder stroke movements.

Valve Condition
Cylinder Stroke Motions

V1 V2

OFF OFF Stop
OFF ON Retract
ON OFF Extend
ON ON Stop

Figure 2 shows the experimental setup for this work, which includes an SHC68-68-
EPM cable, a DAQ card PCI/PXI-6221 (68-Pin) board, and SCB-68 M series devices for
connecting the IPA plant to a computer through MATLAB.
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Figure 2. The experimental setup of the system.

The experimental input and output data are utilized to create the mathematical model
of the IPA system using the SI approach. A total of 1600 input and output data were
collected from a real-time experiment with a sampling time of 0.01 s; 800 samples were
used for training, and 800 samples were used for validation. The input and output data
from the experiment are plotted in Figure 3.
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To characterize the dynamic behavior and properties of the IPA system, a parametric
model with autoregressive with exogenous input (ARX) was used as the model structure.
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Equation (1) describes the discrete ARX transfer function employed in this study. Figure 4
depicts a plot of the output from the measured and simulated models.

A =

 2.9900 −2.9810 0.9917
1 0 0
0 1 0

 B =

 1
0
0


C =

[
0.1187 −0.2350 0.1169

]
D = 0

(1)
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According to Equation (1) and Figure 5, the system is considered stable because all
the poles of the system are within the unit circle. In addition, the best fitting criteria of
the system is more than 90% after completing the model validation phase in the system
identification process.
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2.2. Modeling of the Ball and Beam System

The study goal is to provide precise ball position by controlling the stroke length of the
IPA. The angle of the beam can be adjusted by moving the pneumatic actuator to keep the
ball in a stable state after it has been in an unsteady state. The voltage from the resistance
sensor is used to determine the position of the ball, while the position of the encoder is
used to determine the angle of the beam, which is dependent on the pneumatic actuator
stroke. The ball velocity and acceleration cannot be directly controlled easily due to the
existing friction coefficient between the beam and the ball; similarly, it is not easy to directly
control the PA stroke due to its nonlinearity.

To construct a suitable controller for this system, it is important to derive the system
dynamics equation. As illustrated in Figure 6, the beam is moved vertically (y-axis) by
delivering torque from the right pneumatic actuator to the pivot at the left end. The ball is
moved along the horizontal axis (x-axis) by the movement of the beam up and down.
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To simplify and linearize the model, all friction forces are ignored; the ball and the
beam are always in contact, and there is no slippage when the ball is rolling on the beam.
Table 2 presents the suggested system parameters.

Table 2. IPABB system parameters.

Quantity Value

Beam Length (l) 0.5 m
Pneumatic Actuator Stroke Length (h) 0–200 mm

Angle (α) Depends on h
The Ball Mass (m) 0.04012 kg

The Ball Radius (R) 0.0107 m
Ball’s Moment of Inertia (J) 1.8373 × 10−6

Gravitational Acceleration (g) 9.8 ms−2

Newton’s second law of motion is used to figure out the nonlinear mathematical
description of the system. The system has two forces: a translational force (Ftx) that acts
under gravity in the x-direction, and a rotating force (Frx) caused by the torque from the
rotational acceleration of the ball.

Figure 6b illustrates the free-body depiction of the acceleration d2x
dt2 along x as

..
x, which

corresponds to the force owing to translational motion as presented in Equation (2).

Ftx = m
..
x (2)

The torque generated by the spinning of the ball can be expressed as follows:

Tr = Frx R = J
dwb
dt

= J
d
( vb

R
)

dt
= J

d2( x
R
)

dt2 =
J
R

..
x (3)

where R is the radius of the ball.
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Equation (3) can so be restructured to provide the following:

Frx =
J

R2
..
x (4)

where J denotes the moment of inertia of the ball, which can be expressed as Equation (5).

J =
2
5

mR2 (5)

Substituting Equation (5) into Equation (4) provides Equation (6):

Frx =
2
5

m
..
x (6)

When Newton’s second law is applied to forces along an incline, Equation (7) is obtained:

Frx + Ftx = mg sin α (7)

In Equation (7), m denotes the mass of the ball, g is the acceleration due to gravity, and
α denotes the angle of the beam. Equation (8) is obtained by substituting Equation (2) and
Equation (6) into Equation (7).

2
5

m
..
x + m

..
x = mg sinα (8)

Equation (8) can be restructured to provide Equation (9).

..
x =

5
7

g sinα (9)

The beam angle, α as shown in Equation (9) for the suggested ball and beam system is
determined by the pneumatic actuator stroke length, h. We can represent the beam angle in
the following way based on Figure 6a:

α = sin−1 h
l

(10)

where l represents the beam length.

3. Controller Design

The design of the controllers for the IPA plant, as well as the ball and beam plant, are
discussed in this section. The control system design for the proposed system necessitates
two feedback loops, one for the IPA (inner loop) and one for ball position control (outer
loop). The inner loop, C2, controls the length of the pneumatic stroke, h, which drives
the beam (controls the angle, α). It is required that this inner loop controller should be
designed to accurately control the position of the IPA. The outer loop, C1, controls the
position of the ball using the inner feedback loop.

3.1. Control of IPA System (Inner Loop)
3.1.1. The Fractional-Order PID (FOPID) Controller

Industrial control systems commonly use a PID controller, which has been extended to
include a fractional-order version called the fractional-order PID (FOPID) controller. The
fractional PID was first introduced in 1994, and since then, it has achieved a significant
position as a robot controller [29]. One of the most evident reasons for its widespread
use is owing to its straightforward design and good performance, which includes a quick
response with a low overshoot percentage even in the case of slow regulated plants [30]. The
FOPID controller seeks to rectify the difference between the desired setpoint and a measured
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process variable by calculating and displaying a corrective action that can be used to change
the process. The following is a description of the FOPID controller’s transfer function [31]:

C2(s) =
U(s)
E(s)

= Kp +
Ki

Sλ
+ Kd Sµ (11)

The FOPID equation includes five unknown parameters, where Kp is the proportional
gain, Ki is the integral gain, Kd is the derivative gain, λ is the fractional-order integral, and
µ is the fractional-order derivative. Figure 7 illustrates the structure of an FOPID controller.
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As illustrated in Figure 8, the FOPID controller is represented graphically by an order
of integrator and a differentiator with an x-axis representing the integrator and a y-axis
representing the differentiator. The values of µ and λ determine how well the traditional P,
PI, PD, and PID controllers can be derived from the FOPID controller.
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The CFOPID structure described in this paper is depicted in Figure 9. The suggested
structure is made up of two controllers, PIλ and PDµ, which are connected in a cascade.
Equation (12) expresses the system’s control signal:

C2(s) =
U(s)
E(s)

=

(
Kp +

Ki

Sλ

)
·
(
Kp1 + Kd Sµ

)
(12)
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This controller’s performance must be optimized to improve transient responsiveness
while also minimizing error. Six parameters must be modified in order to achieve this goal:
Kp, Ki, Kd, Kp1, λ, and µ.

3.2. Control of the Ball and Beam System (Outer Loop)

The ball position is controlled by the outer loop, which uses a PID controller to adjust
the angle of the beam. Figure 10 illustrates the PID controller’s construction. The transfer
function of PID control is shown in Equation (13):

C1(s) =
U(s)
E(s)

= Kp +
Ki

S
+ Kd S (13)
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4. Particle Swarm Optimization Algorithm

James and Russell introduced particle swarm optimization in 1995 [32] as a random
probability distribution search method inspired by the flocking patterns of birds [33]. It
is a very effective optimization tool that has been found useful in solving problems that
are not linearly optimal [22,34]. In 1998, an upgraded PSO was introduced to improve the
performance of the conventional PSO. Inertia weight was added as an additional coefficient
to the extended PSO. PSO was developed as a set of rules that correlate the birds’ cognition
with their ability to collaborate in a public setting. With this method, each bird (particle)
seeks the optimal position by updating its current location in the swarm by exploiting its
memory of the best-found position and knowledge of the global best location [34].

The specific steps of the process of the standard PSO algorithm are shown in the
flowchart (Figure 11).

The integral absolute errors (IAE), the integral of square errors (ISE), and the integral
of time square errors (ITSE) are three common fitness metrics used to assess system per-
formance in optimization strategies [35]. In this study, the ISE fitness function, shown in
Equation (14), is used as a measure of how well the output response of the system works:

ISE =
∫ t

0
e(t)2.dt (14)

Table 3 summarizes the parameters of the PSO algorithm used in this study.

Table 3. The parameters of PSO.

Parameter No. Iteration No. Particles Social-Coefficient (s) Cognitive-Coefficient (c) Inertia-Weight (iw)

Value 30 10 1.42 1.42 0.9
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5. Results and Discussion

To improve the precision and accuracy of the pneumatic actuator’s cylinder stroke
while maintaining the appropriate position, a CFOPID controller was tested in SIMULINK,
as illustrated in Figure 12. As a result, the suggested controller improved the transient
responsiveness while minimizing the system’s overall performance overshoot, rise time,
and settling time. Comparisons were made between the performance of the proposed
controller and the FOPID controller, which was also tested.
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As determined by PSO, Table 4 provides a summary of the optimal parameter values
for both the CFOPID and the FOPID controllers.

Table 4. The optimal values of the controllers.

Criteria Kp Ki λ Kd µ Kp1

CFOPID 50 48.6378 1.0141 50 0.25 39.8685
FOPID 50 50 0.817 50 0.25 -
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Table 5 shows a summary of how well the CFOPID and FOPID controllers worked.
In this research, controllers were ranked according to how well they managed the IPA
positioning system. The CFOPID model that was optimized using PSO yielded the best
results in terms of performance (Ts, Tr, and OS%).

Table 5. The optimal values of the CFOPID and FOPID controllers.

Criteria Tr (s) Ts (s) OS% ISE

CFOPID 0.008 0.0098 0.1587 0.0001205
FOPID 0.0133 0.0510 1.1619 0.002699

Figure 13 shows a comparison of the CFOPID and FOPID controllers’ responses,
revealing that the CFOPID controller results in a significantly lower overshot (OS%) in the
system response (at 0.1587) compared to the FOPID controller (at 1.1619). Furthermore,
in terms of reference signal tracking, the CFOPID beats all other controllers evaluated in
this study.
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The performance of the suggested controller can be assessed by applying a varying
setpoint to its input. A comparison of the capabilities of CFOPID controllers and FOPID
controllers is presented in Figure 14. This unequivocally demonstrates that the CFOPID
controller was superior to the FOPID controller in terms of performance. A significant
improvement has been made to the CFOPID controller’s trajectory tracking capacity, and
several performance indicators have been improved as well, including the transient re-
sponse of the system.
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Additionally, the outcomes are contrasted with those from studies that used the
generalized predictive controller (GPC) presented in [36], the model predictive controller
(MPC) presented in [37], and the predictive functional controller (PFC) with the novel
observer method presented in [14] for the same system in order to show the superiority of
the CFOPID controller. Table 6 displays the results obtained from using these controllers.

Table 6. Comparison between the CFOPID and other controllers’ performance.

Criteria Tr (s) Ts (s) OS%

CFOPID 0.008 0.0098 0.1587
FOPID 0.0133 0.0510 1.1619

GPC [36] 0.165 0.25 0.7
MPC [37] 0.5330 0.7331 0.0122

PFC-O [14] 0.5665 0.8166 ≈0

Table 6 gives more evidence that the controller that is being presented is superior
to those that have been proposed in earlier publications. In comparison to the methods
examined in [14,36,37], the settling time and rise time are found to be shorter when em-
ploying the suggested CFOPID controller. Nonetheless, a slight increase in the overshoot
is observed.

The ability to control a ball for the IPABB system is demonstrated by the analytical
findings for position tracking of a pneumatic actuator. The CFOPID controller was chosen
as the inner loop control because it has a good and reliable response. The outer loop
controller is a PID controller, as detailed in Section 3. The PSO algorithm can be used to
tune the values of a PID controller. The gains values are: Kp = 10, Ki = 1, and Kd = 50.

The block diagram of the IPABB system is shown in Figure 15. CFOPID (inner loop)
and PID (outer loop) were used to simulate ball position for step and multistep responses.
The pneumatic actuator stroke position is shown in Figures 16 and 17 as a step and multistep
reaction to the ball position. Furthermore, as previously stated, the findings of the suggested
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inner and outer loop controllers are compared to the previously published study for the
identical system in [28].
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The dynamic performance of the IPABBS based on the CFOPID controller (inner loop),
and the PID controller (outer loop) both tuned using the PSO algorithm, represented by
rise time, settling time, peak overshoot, and ISE is illustrated in Table 7. The IPABBS’s
performance demonstrates that the controller design is appropriate for the intended system.
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Table 7. The optimal values of the CFOPID and FOPID controllers.

Controller
Tr (s) Ts (s) OS% ISE

Inner Loop Outer Loop

PID CFOPID 0.008 0.0098 0.0307 0.0005507
PD-Fuzzy [28] Feedback control [28] 0.9498 1.72 0 191.413

6. Conclusions

This work presented the modeling and position control of an intelligent pneumatic
actuator (IPA) system. The system identification approach based on an auto-regressive
with exogenous input (ARX) model was used for the pneumatic system modeling. In the
meantime, a developed cascade fractional-order PID (CFOPID) was applied to the system
in order to guarantee accurate positional control compared to the FOPID. The results
confirmed that the CFOPID controller outperforms FOPID due to its superior robustness,
stability, fast reaction, and zero steady-state error. In order to stabilize the ball at the desired
position, the model and controller of the pneumatic actuator were utilized to develop
the model and construct the controllers for the intelligent pneumatic actuated ball and
beam (IPABB) system. This plant was controlled by two control loops, the inner loop for
positioning the pneumatic actuator and the outside loop for positioning the ball along
the beam. Finally, the simulation results show that, in comparison to other controllers,
the CFOPID (inner loop controller) with PID (outer loop controller) provide a quick and
smooth response for managing the motion of the ball. For future work, the proposed
controller will be tested in a real-time experiment to validate its performance in pneumatic
positioning control and positioning the ball along the beam.
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