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A B S T R A C T   

Monte Carlo N-Particle (MCNP) simulation has been extensively proven in nuclear medicine imaging systems, 
most notably in designing and optimizing new medical imaging tools. It enables more complicated geometries 
and the simulation of particles passing through and interacting with materials. However, a relatively long 
simulation time is a drawback of Monte Carlo simulation, mainly when complex geometry exists. The current 
study presents an alternative variance reduction technique for a modeled positron emission tomography (PET) 
camera by reducing the height of the source volume definition while maintaining the geometry of the simulated 
model. The National Electrical Manufacturers Association (NEMA) of the International Electrotechnical Com-
mission (IEC) PET’s phantom was used with a 1 cm diameter and 7 cm height of line source placed in the middle. 
The first geometry was fully filled the line source with 0.50 mCi radioactivity. In contrast, the second geometry 
decreased the source definition to 2.4 cm in height, covering 1 cm above and below the sub-block detector level. 
The source volume definition approach led to a 71% reduction in the total photons to be simulated. Results 
showed that the proposed variance reduction strategy could produce spatial resolution as precise as fully filled 
geometry and sped up the simulation time by approximately 65%. Hence, this strategy can be utilized for further 
PET optimizing simulation studies.   

1. Introduction 

Nuclear medicine imaging, a medical speciality which assists in 
diagnosis and capable of prescribing subsequent treatment of a disease 
in its early progression, examines a patient’s radioactivity distribution 
images. In the procedure, emitting photons from a patient’s body are 
captured by external scintillation detectors before converting them into 
signals (Yanagida, 2018). The acquired signals subsequently determine 
the quality of medical images generated, thus compelling the need for 
crucial selection of a good scintillation material (Xie et al., 2020). The 
most commonly considered elements for crystal scintillator are mate-
rials with high densities and attenuation coefficients as these materials 
could effectively stop the penetration of high-energy photons (Raylman 
et al., 2022). To date, sodium iodide (NaI), bismuth germanium oxide 
(BGO), lutetium oxyorthosilicate (LSO) and lutetium yttrium 

oxyorthosilicate (LYSO) are among the inorganic crystals commonly 
used to collect the deposition of high-energy gamma photons for posi-
tron emission tomography (PET) imaging (Tan et al., 2020). PET has 
become a well-established and widely utilized imaging modality in both 
clinical and preclinical settings due to improvement in scintillation 
material. The configuration of full-ring detectors in PET have allowed 
for fast dynamic scans and extensive body-coverage scanning ability 
(Beyer et al., 2020). 

In the field of medical radiation physics, the Monte Carlo simulation, 
developed for precise designing, optimizing, and understanding of new 
emission tomography systems for nuclear-based imaging has been 
regarded as the most accurate calculation engine currently available 
(Salvadori et al., 2020). In essence, PET calculates the distribution of 
particle transport involving both primary and scattered photons in a 
scattering medium using this platform. Researchers generally model 
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interactions of realistic photon between an object and a PET detector 
while acquiring detailed reference activity and attenuation distribu-
tions. These information are important in image reconstruction pro-
cedures, in which adequate corrections can be implemented to the 
detected gamma rays to compensate the attenuation caused by different 
body tissues. Two types of corrections that are usually implemented in 
PET image reconstruction are attenuation and scatter corrections, both 
of which degrade the quality of PET imaging. However, due to body 
environment, attenuation correction is generally more dominant than 
scatter correction (Martinez-Möller and Nekolla, 2012). Since PET im-
ages need to maintain a certain level of diagnostic accuracy, past studies 
have demonstrated that their quality can be regulated prior to, during, 
or after PET simulations. To accomplish this objective, a simulation of 
particle transport that accurately mimics the real system is required. To 
date, among the available Monte Carlo codes, a Monte Carlo N-Particle 
(MCNP) has been reported to have been widely used in studies modeling 
particle transports in detector response calculations (Goorley et al., 
2016). 

Studies have shown that MCNP approach in radiation physics is 
limited by the fact that it is, by nature, an extremely time-consuming 
proposition (Pfaehler et al., 2018). The length of time needed to com-
plete a computation has been reported to be proportional to a number of 
factors including the number, energy, types of particles to be simulated, 
as well as the medium through which they are transported. Generally, 
tracking of hundreds, thousands, or even millions of particles is required 
in order to acquire reliable statistics (Loudos, 2007). In view of this, 
development of more sophisticated computers equipped with the ability 
to perform simultenous calculations has materialized as an alternate 
method for achieving practical simulation time. In a successful MCNP 
simulation, while precision is not the only element that matters; 
computing time is also of utmost importance. As an alternative, 
non-imaging methodological advancement called variance reduction 
techniques (VRTs) have been developed to improve detector modeling 
as well as to significantly reduce computing time (Sarrut et al., 2021). 
The VRT can be defined as the process of lowering the variance of MCNP 
tallies or decreasing the amount of time required for each particle 
simulation. Numerous VRTs for Monte Carlo simulations are available, 
while Woodcock tracking has been quoted as a suitable entity for 
emission tomography when working with an analytical or neural 
network models to track particles. These methods have the potential of 
significant acceleration, depending on a number of factors, such as 
simulation configurations (Wang et al., 2016). 

MCNP has four distinguishable groups of VRTs, covering from simple 
to complex. The simplest is truncation, which speeds up calculations by 
removing irrelevant phases and making the MCNP model simpler. An 
elemental example is truncating or shortening a geometry, which by-
passes the outer parts of that geometry. MCNP offers two types of 
truncations: energy and time, both of which conserve time by termi-
nating particles whose energy and duration are irrelevant. MNCP uses 
particle-splitting, as well as Russian roulette in regulating the number of 
samples for a population control (Mohammed et al., 2016). Weight 
adjustment is applied to counter-balance samples of low weight tracked 
in essential places and to offset high weight in insignificant regions. In a 
previous study, Shultis and Faw (2011) cited that VRTs changed the 
statistical sampling to increase the number of tallies per particle by 
directing the particles into specific regions of phase spaces, such as time, 
energy, position, or collision type. Among the partially predetermined 
methods, the most complex VRTs have been reported using 
predetermined-like approaches to predict or manipulate random se-
quences. In MCNP, use of point detectors, DXTRAN and correlated 
sampling have been cited. 

In the present study, MCNP Version 5 (MCNP5) algorithm was used 
to model Siemens Biograph TruePoint PET/CT scanner. All output in-
formation on annihilation photons occurring in PET system were located 
in a file known as particle track output card (PTRAC). Since PTRAC 
prevents simulation via a computer cluster (Saeed et al., 2016), the 

present study developed a new variance in reduction strategy. The 
strategy was specifically tailored to the geometry of the modeled PET 
scan for accelerating simulation. Two MCNP simulation geometries were 
investigated, with VRT applied to Geometry 2. The implementation of 
these two distinct geometries was based on the volumetric adjustment of 
radioactivity in the input card. The approach produced positive results 
by significantly enhancing computing efficiency while preserving 
accuracy. 

2. Materials and methods 

The study was divided into three parts: simulation setup, variance 
reduction, and evaluation. Firstly, a PET camera and phantom geometry 
capable of reproducing PET imaging process, was developed. Subse-
quently, a discussion on how the suggested PET geometry incorporated 
VRT including materials utilized and number of particles in a prescribed 
volume was carried out. In the final procedure, image performance was 
evaluated. 

2.1. Simulation setup 

For each MCNP simulation, an input file was created. Each simula-
tion contained information on geometry, materials and sources to be 
used, as well as the desired outcome. The geometry of the main 
component of the simulated PET scanner was designed to be close to the 
actual, and subsequently, the F8 tally, which provided information on 
the energy deposition, was selected. Literature has it that precision is 
necessary to run a simulation that performs identically to a natural PET 
system. The PET scan model developed in the present study was based 
on Siemens Biograph TruePoint PET/CT scanner, featuring a phantom 
geometry that closely resembled NEMA IEC PET phantom design 
(Waeleh et al., 2021). The ring detector was the primary and most 
critical component of the PET system. It was designed with a circular 
PET tomograph of 84.2 cm in diameter and with 48 independent LSO 
block detectors with each scintillation crystal block being subdivided 
into 13 smaller blocks, each measuring 0.4 cm × 0.4 cm × 2.0 cm in size, 
generating a total of 624 crystal elements. In the actual PET detector 
block configurations, there are thirty-nine rings detectors for a full 
design representing the width of PET ring by approximately 15.6 cm. In 
the present study, a single-ring layer with a width of 0.4 cm to initiate 
image formation, was used (Fig. 1a). It can be considered as an appro-
priate procedure as the image formation was evaluated in a single-slice 
image. The model was validated with one being generated from actual 
experiment conducted at the Center for Diagnostic Nuclear Imaging 
(CDNI) at Universiti Putra Malaysia (UPM) (Waeleh et al., 2021). Both 
the simulated and experimental results were consistent, suggesting that 
it is possible to utilize the developed model for PET studies. 

2.2. Variance reduction 

In the model presently developed, a variance reduction was empir-
ically defined with a suitable and practical strategy implemented in the 
modeled PET geometry. The shape of the simulated model was pre-
served to maintain the photon’s physical interaction characteristics. 
Two sets of simulations were conducted to confirm the efficiency of the 
proposed VRT. A line source of 1 cm in diameter and 7 cm in height was 
positioned at the center of the phantom. In Geometry 1 (Fig. 1b), the line 
source was filled with 0.5 mCi radioactivity. In Geometry 2 (Fig. 1c), the 
definition of the source was reduced to 2.4 cm high, covering 1 cm above 
and below the level of the sub-block detector. The purpose of reducing 
the height of the source definition was to shorten the duration of 
simulation. The reduction aided the simulation by utilizing fewer pho-
tons making the approach a proposed variance reduction strategy. The 
number of photons to be emitted throughout the simulation was calcu-
lated based on the integration rate of the corresponding source activity 
(A mCi) and the acquisition time (t second), as shown in (1) (Musarudin 
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et al., 2015). 

nps=A × 3.7 × 107 × t (1) 

In the first part of the study, the total number of photons required 
was 2.220 × 109, which was the result of 0.5 mCi of radioactivity and a 
scanning time of 120 s. A starting value of 0.5 mCi was selected for 
testing the proposed VRT, as this approach is to be used in future studies 
to analyse experiments requiring greater amount of radioactivity. By 
introducing a source volume-reduction definition, the present study 
reduced the total number of photons by approximately 71%, which is 
equivalent to 7.611 × 108. This number was deemed sufficient for MCNP 
simulation in order to achieve adequate statistical uncertainty (Holds-
worth et al., 2001). The accuracy of the strategy was compared with 
spatial resolution, while the efficiency was determined by comparing the 
total time required to complete each simulation directly. To determine 
the spatial resolution of a PET system, reconstructing a point source scan 
and calculating the full width at half maximum (FWHM) along the 
principal directions are necessary. The determination of spatial resolu-
tion has been cited as an essential parameter for performance charac-
terization in PET systems (Gong et al., 2016). 

2.3. Evaluation on performance of imaging output 

Within the context of this investigation, a sizable output file was 
generated when a substantial number of photons were considered. Using 
a PTRAC card, the output file was subsequently filtered only to record 
data required for the present study. The PTRAC file recorded prediction 
and activity of each annihilation photon from the time it was produced. 
PET primary data consist of forcast information about a patient, while 
the sinogram matrix is a collection of projections from 0 to 360◦. The 
data were corrected for attenuation before they transformed into an 
image using image reconstruction, which in turn, transformed the for-
cast count to an image that accurately depicted the distribution of 
radioactivity throughout the patient’s body. The entirety of the image 
reconstruction procedure was performed using MATLAB, a high-level 
programming language. At present, two fundamental approaches to 
image reconstruction are analytical and iterative methods. In the present 
study, the analytic reconstruction algorithm, commonly referred to as 
filtered back-projection (FBP) was used. The FBP is widely known for 
having quick processing time while maintaining an acceptable image 
quality (Dietze et al., 2019; Dolmatova et al., 2020). Together with FBP, 
a Hann filter was utilized. The study consequently established a point 
spread function image by imaging a line source with a PET scanner. The 
FWHM of the intensity profile distinctively displayed across the center of 
each small source image was used to determine the spatial resolution, 
calculated using a Gaussian fitted profile (Zhao et al., 2022). 

3. Results and discussion 

Variance reduction strategies are essential components in any Monte 

Carlo algorithm and generally vary based on application and geometry. 
Hence, numerous variance reduction strategies have been proposed to 
reduce simulation duration and increase precision. Variance reduction is 
generally included in MCNP5 but deemed inapplicable for developed 
PET modeling. A narrower source width has been proposed to lower the 
overall number of photons necessary for simulation of developed PET. In 
the present study, reduction was made after meticulous assessments on 
the activity of tumor volume and the detectors’ position. For validity of 
the proposed method, it was compared with simulations of full-width 
source modeling. The accuracy was determined by comparing the 
spatial resolution of two generated images. Its efficiency was established 
by comparing the total time required to complete each simulation. 

The imitative representation of spatial resolution presented in Fig. 2 
was derived from Geometry 1 and Geometry 2. This resolution was 
generated from the FWHM calculation for 1 cm diameter of line source 
scanning in full- and reduced-width simulations, respectively. For full- 
width simulation depicted in Fig. 2a, its spatial resolution was 3.76 
pixels, whereas the reduced-width simulation represented in Fig. 2b had 
a pixel size of 3.83, generating a difference of less than 0.1 pixel sug-
gesting that these two geometries are in agreement. The data demon-
strated that simulations using Geometry 2 modeling could reproduce 
results similar to using Geometry 1. The favorable performance was due 
to the modeling of a single ring detector and the production of a 2-D 
plane image. Reducing activity in source height had no discernible ef-
fect on the reconstruction of image’s accuracy because the height of the 
defined source covered the ring detector’s height. The application of 0.5 
mCi demonstrated that simulation accuracy could be maintained 
(Waeleh et al., 2021), while variance reduction had no effect on accu-
racy. The study finds that it is absolutely necessary to accomplish this 
accuracy before attempting to apply the model to subsequent PET in-
vestigations involving higher radioactive dose. 

The high computational cost in simulation has been cited to be 
typically accelerated via parallel computing (Okubo et al., 2017). In the 
present study, this simulation cannot be implemented due to output card 
limitations. Simulations were executed serially on a 3.20 GHz-core Intel 
(R) Xeon(R) Gold 6134 central processing unit (CPU). For this specific 
attribute, the VRT contributed significantly toward shortening the 
computational time. Fig. 3 shows that it took a total of 46 days for the 
simulation to run completely all the histories using Geometry 1. When 
VRT was implemented, 30 days were saved, allowing Geometry 2 to 
complete the simulation in 16 days, suggesting that narrowing source 
height accelerated the simulation of Geometry 2 by about 65%. The 
results were as expected while both sources of volume and photons 
decreased simultaneously, given the computation time in MCNP was 
proportional to the total number of particles generated (Zoubair et al., 
2013). Due to this, the overall amount of time needed to run all of the 
photons was drastically reduced, which was regarded as a successful 
outcome. This also indicates the effectiveness of the proposed strategy in 
decreasing CPU time without altering the nature of the problem, thus 
presenting significant cost savings, as future studies stand in need of 

Fig. 1. Geometrical structures of PET camera based on MCNP, viewed in (a) xz direction, (b) xy direction (Geometry 1) and (c) xy direction (Geometry 2).  
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more complex simulations using the same model. 

4. Conclusion 

This paper discusses a procedure for reducing variance on the basis of 
definition of a compatible source volume with modeled PET scanner. 
The results confirmed that the suggested variance reduction strategy had 
enabled Geometry 2 to replicate the results as precisely as Geometry 1 
modeling while incurring less computing expenses. The remarkable 
agreement between these two geometry calculations demonstrated the 
practicability and validity of the proposed method. The proposed VRT 
developed in the present study was intended to contribute significantly 
to existing empirical literature and to offer insight for further research 
on tomography studies since it improves efficiency by approximately a 
factor of three, which could result in significant reduction in the amount 
of computational effort involving a greater number of treated particles. 
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